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Abstract— In this paper, we propose an optimization based
approach for Quality of Service routing in high-bandwidth
networks. We view a network that employs QoS routing as an
entity that distributively optimizes some global utility function.
By solving the optimization problem, the network is driven to
an efficient operating point. In earlier work, it has been shown
that when the capacity of the network is large, this optimization
takes on a simple form, and once the solution to this optimization
problem is found, simple proportional QoS routing schemes
will suffice. However, this optimization problem requires global
information. We develop a distributed and adaptive algorithm
that can efficiently solve the optimization online. Compared with
existing QoS routing schemes, the proposed optimization based
approach has the following advantages: (1) The computation
and communication overhead can be greatly reduced without
sacrificing performance; (2) The operating characteristics of
the network can be analytically studied; and (3) The desired
operating point can be tuned by choosing appropriate utility
functions.

I. INTRODUCTION

Future telecommunication networks are expected to support
applications with diverse Quality of Service requirements.
Quality of Service (QoS) routing is an important component
of such networks and has received considerable attention over
the past decade (for a good survey, see [1] and the reference
therein). The objective of QoS routing is two-fold: to find a
feasible path for each incoming connection; and to optimize
the usage of the network by balancing the load.

In this paper, as in the majority of studies on QoS routing,
we assume a source routing model where routing decisions
are made at the point where connection requests originate.
In most of these studies, researchers take the following view
of the QoS routing problem: The links are “dumb” and they
advertise their status. The intelligence lies in the end-systems
(sources or edge routers) to compute paths based on the current
knowledge of the link states.

The above paradigm would have worked well if the link
states were stable. However, not all link state metrics are
stable. In particular, the available bandwidth metric of a link
is inherently dynamic and changes frequently as connections
enter and leave the network. Therefore, the link state adver-
tisement and the QoS routing algorithm have to be executed
frequently in order to keep up with the changes in link
states. This leads to a significant amount of computation
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and communication overhead. To reduce the computation and
communication burden, the frequency of the computation and
the link state updates then need to be contained. This could,
however, result in staleness of the link state information
and inaccuracy in the routing decisions. Hence, there is a
fundamental tradeoff between the amount of computation and
communication resources consumed and the quality of the
routing decisions. This tradeoff is usually difficult to analyze
and researchers have had to resort to simulation studies [2],
[3], [4], [5]. These studies reveal that the performance of
existing QoS routing schemes degrades when computation and
link state updates become infrequent. However, the extent to
which the performance degrades depends not only on how
infrequently the computation and link state updates are made,
but also on a large number of other factors that include: the
specifics of the path computation algorithm, the topology and
the demand pattern of the network, the cost metrics assigned
for each link, the link state update strategy, and the strategy
to handle routing failures, etc. In general, the exact level of
performance degradation is hard to predict.

In this paper, we take a different view of the QoS routing
problem. We view the network (including the end-systems
and the links) that employs QoS routing as an integral entity
that jointly optimizes some global utility function. Once the
solution to this optimization problem is found, the network
will be driven to an efficient operating point, and the routing
performance will be close to optimal. No further computation
and communication are needed as long as the prevailing
network condition remains essentially unchanged.1

We refer to our proposed scheme as the optimization based
approach for QoS routing. When the capacity of the network is
large, this optimization takes on a simple form. Our proposal is
based on a known result: simple proportional routing schemes
can approach the performance of the optimal dynamic routing
schemes when the capacity of the network is large [6], [7],
[8]. In a proportional routing scheme, calls are routed to
alternate paths based on pre-determined probabilities. The
right routing probabilities can be derived from the solution
of a simple optimization problem that depends only on the
average demand and capacity of the network.

1In practice, some computation and communication will still be required to
track changes in the network condition. However, a nice feature of our work
is that computation and communication intensive operations can be done at
very long time-scales, with a negligible impact on performance.
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Fig. 1. Our Optimization Based Approach

We develop an online, distributed algorithm that can ef-
ficiently solve the optimization problem. Fig. 1 provides a
high-level view of the optimization based approach. Each
link in the network is associated with an implicit cost. The
implicit cost summarizes the congestion level at the link and
can be updated by the observed demand and capacity at the
link. Thus, we equip the link with only a minimal amount of
intelligence (i.e., to update the implicit cost). It turns out that
the implicit cost is the only information that the end-system
needs to solve the optimization problem. The end-system has
three components: a path-finding component that maintains a
set of alternate paths; an optimization component that solves
for the optimal routing probabilities; and a randomized routing
component that routes each incoming connection based on the
precomputed routing probabilities.

Compared with existing QoS routing schemes, our optimiza-
tion based approach has the following advantages:

(1) The computation and communication overhead can be
greatly reduced without sacrificing performance. Once the
optimal operating point is found, the same routing parameters
can be used by a large number of future arrivals, as long as
the average network condition remains unchanged. Infrequent
computation and link state updates will only affect the speed
of convergence of the distributed algorithm, but not the end-
result that the algorithm converges to.

In practical networks, the average network condition can
also change gradually over time (non-stationary behavior),
e.g., during the course of a day. Our distributed algorithm
will track the changes in the average network condition and
adjust the operating point accordingly. Note that in a control
system, there has always been the issue of the right time scale
of control. A nice feature of our proposed solution is that,
the control that needs to be done at a fast time scale, i.e.,
the randomized routing, is very simple; while the control that
requires a large amount of computation, i.e., the optimization
of routing probabilities and the search for new alternate paths,
can be carried out over a much slower time scale. Using the
right separation of control time scales, our optimization based
approach ensures near optimal performance even when the
computation and communication become infrequent.

(2) The operating characteristics of the network can be

analytically studied. Given the network model, we can eas-
ily predict the operating point by solving the optimization
problem. In contrast, due to the complexity of the system,
the analysis of existing QoS routing schemes appears to be
intractable, especially under inaccurate link state information
and infrequent computation.

(3) The desired operating point can be tuned by appropri-
ately choosing the utility functions. The optimization based
approach allow us not only to predict the operating point of
the network, but also to control it. By choosing different utility
functions for different classes and source-destination pairs,
we can achieve the desired balance among the service levels
offered to different groups of users. For example, when the
network becomes congested, connections with a larger number
of hops could suffer significantly more blocking than shorter
connections. In our optimization based approach, this can be
avoided by assigning longer connections a utility function that
has a higher marginal utility.

A. Related Work

The optimal control of loss networks has been studied exten-
sively in the past. Both off-line [9], [10], [11] and simulation
based schemes [12] have been proposed. Our contribution is to
propose an online solution for QoS routing. Our online scheme
exploits the fact that simplicities arise in high-bandwidth
networks, e.g., as long as the loads at all links are less than
or equal to one, the blocking probability of a high-bandwidth
system will be close to zero. This property results in a much
simpler and easily decomposable optimization problem.

Our proposed solution employs a proportional routing
scheme. The asymptotic optimality of the proportional routing
scheme in large systems has been known for some time
[6], [8]. However, a major criticism of proportional routing
schemes has been the following: if the demand is incorrectly
estimated, the computed routing probabilities could lead to
poor performance [12]. We solve this problem by using an
adaptive algorithm that does not rely on any prior knowledge
of the demand. The Adaptive Proportional Routing scheme
proposed in [13] is also related to our work. In their scheme,
each class measures the amount of blocking along each
alternate paths, and uses the inverse Erlang formula to estimate
a “virtual capacity” grabbed by the class along each path. Then
each class locally optimizes the routing probabilities based
on the demand and these virtual capacities. The advantage of
our optimization based approach is that the optimality of the
resulting operating point and the convergence of the algorithm
can be rigorously shown. Further, the implicit costs provide
additional information for discovering new alternate paths.

The mathematical structure of the optimization problem
studied in this paper is closely related to those found in multi-
path flow control problems [14], [15], [16]. In [14], two classes
of solutions to flow control problems are categorized, i.e.,
primal solutions and dual solutions. For the single-path flow
control problem, both the primal and the dual solutions have
been studied extensively (see [17] for a good survey). On the
other hand, the multi-path flow control problem has received



less attention. Our implicit cost based solution can be viewed
as a dual solution to this problem. A similar algorithm was
proposed in [16]. In [16], the authors claim that their algorithm
is one of the Arrow-Hurwicz algorithms [18]. However, the
convergence of the Arrow-Hurwicz algorithm was established
in [18] only for the case when the objective function is
strictly concave, which is not true for the problem at hand.
In this paper, we present a new result that characterizes the
convergence correctly. Primal solutions to the multi-path flow
control problem were developed in [15].

The rest of the paper is organized as follows: In Section II,
we present the asymptotic optimality of the static proportional
routing scheme. In Section III, we derive the distributed algo-
rithm for computing the optimal routing probabilities and ob-
tain the proposed QoS algorithm. We discuss implementation
issues in Section IV, present simulation results in Section V,
and then conclude.

II. SIMPLIFICATION OF QOS ROUTING IN LARGE

NETWORKS

A. The Model

We adopt a multi-class loss network model. There are L
links in the network. Each link l ∈ {1, ..., L} has capacity
Rl. There are I classes of users. Each class is associated with
one source-destination pair, and some given QoS requirements.
Flows of class i arrive to the network according to a Poisson
process with rate λi. Once admitted, a flow of class i will
hold ri amount of bandwidth. (For the moment we assume that
bandwidth is the only QoS metric. The extension to multiple
QoS metrics will be addressed in Section III-D.) The service
times within a class are i.i.d. and independent of the arrival
process. The service time distribution is general with mean
1/µi. Each admitted flow of class i generates vi amount
of revenue per unit time. The objective of the network is
to maximize the revenue from all flows admitted into the
network.

Such a network model could represent the backbone of an
ISP serving applications with different QoS requirements. The
revenue vi could either be actual money, or simply an assigned
weight that represents the network’s preference for each class.
The bandwidth requirement ri could be some form of effective
bandwidth for flows of class i. There could be multiple classes
associated with each source-destination pair, differing in their
bandwidth requirement ri and revenue vi.

In this section, we assume that each class i has set up θ(i)
alternate paths using, for example, MPLS [19] (we will address
how these alternate paths can be found in Section III-C). The
alternate paths are represented by a matrix [H l

ij ] such that
H l

ij = 1 if path j of class i uses link l, and H l
ij = 0 otherwise.

We denote the state of the system by a vector ~n = [nij , i =
1, ...I, j = 1, ..., θ(i)], where nij is the number of flows of
class i currently using path j. The bandwidth requirements
and the capacity constraints then determine the set of feasible

states Ωn = {~n :
I
∑

i=1

θ(i)
∑

j=1

nijriH
l
ij ≤ Rl ∀l}.

We denote the routing decision (which can be time varying)
for class i by a vector

~pi = [pi1, pi2, ..., pi,θ(i)],

~pi ∈ Ωi , {pij ≥ 0,

θ(i)
∑

j=1

pij ≤ 1, for all j},

where

pij = Pr{an incoming flow of class i is routed to path j}.

Hence, an incoming flow of class i will be admitted with

probability
θ(i)
∑

j=1

pij , and, if admitted, it will be routed to path

j with probability pij/
∑θ(i)

k=1 pik. Let ~p = [~p1, ..., ~pI ].
A dynamic routing scheme is one where routing decisions

can adapt to the changing utilization level of the network.
For example, ~p(t) can be a function of the current state
of the network, i.e., ~p(t) = g(~n(t)). Note that this model
can characterize virtually any QoS routing proposals that
select paths based on the current snapshot of the network.
Alternatively, ~p(t) can be a function of some past history
of network states ~n(s), s ∈ [t − d, t], where d is the length
of the history information. The network can use the past
history to predict the future, and use prediction to improve
the routing decision. ~p(t) can also depend on the service time
T of the incoming connection, if this information is available.
The routing policy can then be written, in a most general form,
as

~p(t) = g(~n(s), s ∈ [t − d, t];T ). (1)

Each admitted flow of class i will generate vi amount
of revenue per unit time. The dynamic routing scheme that
maximizes the long term average revenue is then

J∗ , max
g

I
∑

i=1

θ(i)
∑

j=1

Eg [nij(t)] vi,

where Eg denotes the expectation taken with respect to the
stationary distribution under policy g. It can be shown that the
system under g will always converge to a stationary version,
and the stationary version is ergodic [7].

Finally, in a static scheme, the routing policy is represented
by a time-invariant vector ~p. This corresponds to a proportional
routing scheme. The performance of the static scheme is:

J0 ,

I
∑

i=1

θ(i)
∑

j=1

λi

µi

pijvi[1 − PLoss,ij ],

where PLoss,ij is the blocking probability experienced by
flows of class i routed to path j.

B. Asymptotic Optimality of Static Schemes

The drawback of dynamic schemes is that the optimal
schemes are difficult to find, and the implementation will
consume a large amount of computation and communication
resources. When the capacity of the system is large, simple



static schemes can approach the performance of the optimal
dynamic scheme. This has been the central theme of our
earlier work [7]. Here, we rephrase the main result under
the context of QoS routing. We scale the capacity and the
demand proportionally by c > 1, i.e., in the c-scaled network,
the capacity at each link l is Rl,c = cRl, and the arrival
rate of each class i is λc

i = cλi. It turns out that when c is
large2, a simple static scheme will suffice. The static scheme
is constructed as follows:

Step 1: Solve the following optimization problem:

Jub = max
~p∈Ω

I
∑

i=1

λi

µi

θ(i)
∑

j=1

pijvi (2)

subject to
I

∑

i=1

θ(i)
∑

j=1

λi

µi

ripijH
l
ij ≤ Rl for all l,

where Ω =
⊗I

i=1 Ωi.
Step 2: Use the optimal point ~p in (2) as the static policy.

Let Js be its performance.
The following proposition can be shown as in [7].
Proposition 1: Let J∗,c and Jc

s be the revenue of the
optimal dynamic scheme and the revenue of the static scheme
constructed above, respectively, in the c-scaled system, then

lim
c→∞

Jc
s/c = lim

c→∞
J∗,c/c = Jub.

We sketch the main ideas behind Proposition 1. Firstly,
one can show that cJub is an upper bound of J∗,c under
any dynamic routing policy g [6], [8]. Secondly, the static
revenue Jc

s differs from the upper bound cJub only by the
term (1 − PLoss,ij). Now since ~p satisfies the constraint of
(2), the traffic load at each link is no greater than 1. Lemma 2
in [7] then ensures that the blocking probability goes to zero as
c → ∞. Finally, because Jc

s ≤ J∗,c ≤ cJub, Proposition 1 then
follows. The detailed proof is available in [20]. Readers can
refer to [7] for a thorough treatment of the various simplicities
that arise in the control of large-bandwidth networks.

III. THE OPTIMIZATION BASED APPROACH TO QOS
ROUTING

There is a continuing trend to deploy routers with larger and
larger link capacities in the Internet. Therefore, the results in
the last section offer important insights on the QoS routing
problem in the high-bandwidth networks of today and the
future. Firstly, by solving a simple upper bound, we can
obtain a simple time-invariant scheme that is close to optimal.
Once we precompute the routing probabilities according to (2),
this QoS routing result can be used for future arrivals. Thus,
the computation overhead can be greatly reduced. Secondly,
the upper bound (2) replaces the instantaneous capacity con-

straint
I
∑

i=1

θ(i)
∑

j=1

nijriH
l
ij ≤ Rl by an average load constraint

I
∑

i=1

θ(i)
∑

j=1

λi

µi

ripijH
l
ij ≤ Rl. Hence, the precomputation only

2Note that here largeness does not imply over-provisioning.

needs to react to the average congestion level in the network
rather than the instantaneous congestion level. The staleness
of the link state information is no longer a major issue!

Therefore, if we are able to solve the upper bound (2)
efficiently, we can obtain a QoS routing algorithm that is close
to optimal in large networks and that can tolerate infrequent
computation and infrequent link state updates. However, we
still need to consider the following issues.

• The upper bound is a global optimization problem. A
distributed solution is desired.

• Some parameters, such as λi and µi, could be unknown
a priori and changing gradually over time. A solution is
needed that can automatically adapt to these changes.

We next present an adaptive, distributed algorithm for
solving the upper bound. Before we proceed, we note that
in many scenarios, it is also desirable to modify the upper
bound to improve fairness. We can view the upper bound (2)
as a constrained optimization problem that maximizes some
aggregate utility functions:

max
~p∈Ω

I
∑

i=1

λi

µi

Ui(

θ(i)
∑

j=1

pij)vi (3)

subject to
I

∑

i=1

θ(i)
∑

j=1

λi

µi

ripijH
l
ij ≤ Rl for all l,

where the utility function Ui is linear: Ui(p) = p. A linear
utility function, however, does not possess good fairness
properties: for example, connections with a larger number of
hops could be completely blocked to give way to connections
with fewer hops. To improve fairness, we can use a strictly
concave utility function Ui, as in flow control problems [21].

The derivative U ′
i(

θ(i)
∑

j=1

pij) represents the amount of marginal

utility lost if the overall admission probability for class i is
further reduced. The desired balance among different classes
can be achieved by tuning the revenue vi and the utility
function Ui. Proposition 1 can be generalized to the case with
concave utility functions [7], [20].

A. A Distributed Algorithm

Let ~p∗ be the maximizer of the modified upper bound (3).
Because the objective function is concave and the constraint
set is convex and compact, a maximizer always exists. How-
ever, it is generally not unique, since the objective function is
not strictly concave. (Note that even if Ui is strictly concave,
the overall problem is not, because of the linear operation
θ(i)
∑

j=1

pij .)

The form of the upper bound motivates us to study its
dual. However, when the objective function of the primal
problem is not strictly concave, the dual problem may not
be differentiable. To circumvent this difficulty, we use ideas
from Proximal Optimization Algorithms [22, Chapter 3.4].
The idea is to add a quadratic term to the objective function.
We introduce an auxiliary variable yij for each pij . Let



~yi = [yij , j = 1, ..., θ(i)] and ~y = [~y1, .., ~yI ]. The optimization
becomes:

max
~p∈Ω,~y∈Ω

I
∑

i=1

λi

µi

Ui(

θ(i)
∑

j=1

pij)vi

−

I
∑

i=1

θ(i)
∑

j=1

λi

µi

νi

2
(pij − yij)

2vi (4)

subject to
I

∑

i=1

θ(i)
∑

j=1

λi

µi

ripijH
l
ij ≤ Rl for all l,

where νi is some positive number chosen for each class i. For
a fixed ~y, the objective function in (4) is strictly concave. It
is easy to show that the optimal value of (4) coincides with
that of (3). In fact, if ~p = ~p∗ is the maximizer of (3), then
~p = ~p∗, ~y = ~p∗ is the maximizer of (4).

The standard Proximal Optimization Algorithm then pro-
ceeds as follows:

Algorithm P:
At the t-th iteration,

• P1) Fix ~y = ~y(t) and maximize the augmented objective
function with respect to ~p. To be precise, this step solves:

max
~p∈Ω

I
∑

i=1

λi

µi

Ui(

θ(i)
∑

j=1

pij)vi

−

I
∑

i=1

θ(i)
∑

j=1

λi

µi

νi

2
(pij − yij)

2vi (5)

subject to
I

∑

i=1

θ(i)
∑

j=1

λi

µi

ripijH
l
ij ≤ Rl for all l.

Since the objective function in (5) is now strictly concave,
the maximizer exists and is unique. Let ~p(t) be the
solution to this optimization.

• P2) Set ~y(t + 1) = ~p(t).

Step P1) can now be solved through its dual. Let ql, l =
1, ..., L be the Lagrange Multiplier for the constraints in (5).
Let ~q = [q1, ..., qL]. Define the Lagrangian as:

L(~p, ~q, ~y) =

I
∑

i=1

λi

µi

Ui(

θ(i)
∑

j=1

pij)vi

−
L

∑

l=1

ql(
I

∑

i=1

θ(i)
∑

j=1

λi

µi

ripijH
l
ij − Rl)

−

I
∑

i=1

θ(i)
∑

j=1

λi

µi

νi

2
(pij − yij)

2vi

=

I
∑

i=1

λi

µi







Ui(

θ(i)
∑

j=1

pij)vi − ri

θ(i)
∑

j=1

pij

L
∑

l=1

H l
ijq

l

−

θ(i)
∑

j=1

νi

2
(pij − yij)

2vi







+

L
∑

l=1

qlRl. (6)

Let qij =
L
∑

l=1

H l
ijq

l, ~qi = [qij , j = 1, ..., θ(i)]. The objective

function of the dual problem is then:

D(~q, ~y) = max
~p∈Ω

L(~p, ~q, ~y) =

I
∑

i=1

Bi(~qi, ~yi)
λi

µi

+

L
∑

l=1

qlRl, (7)

where

Bi(~qi, ~yi) = max
~pi∈Ωi







Ui(

θ(i)
∑

j=1

pij)vi − ri

θ(i)
∑

j=1

pijqij

−

θ(i)
∑

j=1

νi

2
(pij − yij)

2vi







. (8)

Note that in the definition of the dual objective function
D(~q, ~y) in (7), we have decomposed the original problem into
I separate subproblems. Given ~q, each class can solve the rout-
ing probabilities ~pi via its local subproblem (8) independently.
If we interpret ql as the implicit cost per unit bandwidth at link
l, then qij is the total cost per unit bandwidth for all links in
the path j of class i. Thus the qij captures all the information
each subproblem needs about the path class i traverses. We
note that an important feature of this decomposition is that
the subproblem (8) is independent of the parameters λi and
µi. This makes online implementation particularly easy.

The dual problem of (5), given ~y, is:

min
~q≥0

D(~q, ~y).

Since the objective function of the primal problem (5) is
strictly concave, the dual is always differentiable. The gradient
of D is

∂D

∂ql
= Rl −

I
∑

i=1

θ(i)
∑

j=1

λi

µi

p0
ijriH

l
ij , (9)

where p0
ij solves the local subproblem (8). Then step P1) can

be solved by using the gradient descent iteration on the dual
variable, i.e.,

ql(t + 1) =



ql(t) − αl(Rl −

I
∑

i=1

θ(i)
∑

j=1

λi

µi

p0
ijriH

l
ij)





+

, (10)

where [.]+ denotes the projection to [0,+∞).
The class of distributed algorithms we will use in this paper

can be summarized as follows:
Algorithm A:

• A1) Fix ~y(t) and use the gradient descent iteration (10)
on the dual variable ~q. Depending on the number of times
the descent iteration is executed, we will obtain a dual
variable ~q(t + 1) that either exactly or approximately
minimizes D(~q, ~y(t)) (and, equivalently, solves (5)). Let
K be the number of times the dual descent iteration is
executed.

• A2) Let ~p(t) be the primal variable that maximizes,
over all ~p ∈ Ω, the Lagrangian L(~p, ~q(t + 1), ~y(t))



corresponding to the new dual variable ~q(t + 1). Set
~y(t + 1) = ~p(t).

From now on, we will refer to (10) as the dual update, and
step A2) as the primal update.

A stationary point of the algorithm A can be defined as a
primal-dual pair ( ~y∗, ~q∗) such that

~y∗ maximizes L(~p, ~q∗, ~y∗) over all ~p ∈ Ω

~q∗ is also a stationary point of (10) .

By standard duality theory, any stationary point ( ~y∗, ~q∗) of the
algorithm A solves the augmented problem (4). Hence ~p = ~y∗

solves the upper bound (3).
An important question is how large K (in step A1) needs

to be for algorithm A to converge to a stationary point. The
standard proximal optimization theory [22] requires K = ∞,
i.e., at each iteration of algorithm A, the optimization (5) has
to be solved exactly. This requirement essentially corresponds
to a time-scale separation between the time-scale of the primal
updates and that of the dual updates. When K < ∞, at best
an approximate solution to (5) is obtained at each iteration.
If the accuracy of the approximate solution can be controlled
appropriately (see [23]), one can still show the convergence
of the algorithm A. However, in this case the number of dual
updates K has to depend on the required accuracy and usually
needs to be large.

For online implementation, one cannot carry out the dual
update infinitely many times for one iteration of algorithm
A. It is also difficult to distributively control the accuracy of
the approximate solution to (5). Hence, in this work we use a
different approach. The following result is new and shows that,
by appropriately choosing the stepsize αl, the algorithm A
converges for any choice of K ≥ 1. No time-scale separation
is needed! The proof is highly technical and is omitted due to
space constraints. Interested readers can refer to [20].

Proposition 2: Fix 1 ≤ K ≤ ∞. As long as the stepsize αl

is small enough, the algorithm A will converge to a stationary
point ( ~y∗, ~q∗) of the algorithm, and ~p∗ = ~y∗ solves the upper
bound (3). The sufficient condition for convergence is:

max
l

αl <











2
SL

mini
µiνivi

λir
2
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,

where L = max{
L
∑

l=1

H l
ij , i = 1, ..., I, j = 1, ...θ(i)} is

the maximum number of hops for any path, and S =

max{
I
∑

i=1

θ(i)
∑

j=1

H l
ij , l = 1, ..., L} is the maximum number of

paths going through any link.
Remark: The sufficient condition for K = 1 differs from

that of K = ∞ only by a constant factor. For K > 1,
our result requires that the stepsizes decrease on the order
of O(1/k2). This is probably not the tightest possible result,
and we conjecture that stepsizes of order O(1) would work
for any K. However, we leave this for future work. Note also
that νi appears on the right hand side of the condition. Hence,

by making the objective function more concave, we also relax
the requirement on the stepsize αl. Finally, Proposition 2 does
not require the routing matrix [H l

ij ] to be of full rank.

B. Distributed Implementation

Algorithm A lends naturally to online distributed imple-
mentation. The ingress router for each class is responsible for
determining the routing probabilities for this class. To do so,
the ingress router only needs to solve the local subproblem
(8) using the implicit costs ql at all core routers that class
i traverses. An efficient algorithm can solve (8) in at most
O[θ(i) log θ(i)] steps. (For details, please refer to [20].) The
core routers bear the responsibility to update the implicit costs
ql according to the simple dual update rule (10). After every
K dual updates, the ingress router executes the primal update.

We have mentioned earlier that the solution of each local
subproblem (8) does not require knowledge of the demand
parameters λi and µi. Next, we show that the dual update can
also be carried out using online measurement at each link,
again without prior knowledge of the demand parameters of
each class. We then obtain an adaptive algorithm that can track
changes in the network conditions.

Note that in the dual gradient (9),
I
∑

i=1

θ(i)
∑

j=1

λi

µi

ripijH
l
ij is

the average load per unit time at link l. This motivates us to
estimate the gradient as follows: over a certain time window
W , each link l collects the information of flow connection
requests from all classes that arrive at the link. Let w be
the total number of flow arrivals during W . Let rk, Tk, k =
1, ...w denote the bandwidth requirement and the service time,
respectively, of the k-th arrival. (This information can be
carried along with the connection requests.) Then we can use

Gt = Rl −

∑w
k=1 rkTk

W
(11)

to estimate the gradient. The interpretation is immediate:
∑w

k=1 rkTk is the total amount of load brought to link l. One
can verify that this estimate is unbiased, i.e., E[Gt] = ∂D/∂ql.
We can then update the implicit costs by

ql(t + 1) =

[

ql(t) + αl

(∑w
k=1 rkTk

W
− Rl

)]+

(12)

When W is not large, the stepsize αl has to be small to
“average out” the noise in the estimate. This algorithm has
the flavor of stochastic approximation algorithms [24] that
have been used in many engineering problems. We have not
yet been able to prove the convergence of this stochastic
approximation algorithm, but our simulations seem to show
good convergence properties when a small fixed stepsize is
used. That is, according to the simulations, the stochastic
approximation algorithm converges to a small neighborhood
of the solution to the upper bound.

When the stepsize αl is away from zero, our algorithm
can track the nonstationary behavior of the network. As the
demand (i.e., λi, µi) changes, it is reflected in the gradient
estimate Gt. The network will then move towards the new
optimal operating point.



C. How to Generate Alternate Paths

The set of alternate paths, denoted by the matrix [H l
ij ] could

potentially be the enumeration of all possible paths for each
class. In practice, however, a much smaller set of alternate
paths suffices. Maintaining this set of alternate paths is the
role of the path-finding component in Fig. 1. There are several
options to generate the candidate paths.

Option 1: Use paths that appear to be “heuristically good.”
For example, given a source-destination pair, we can use the
set of minimum-hop paths, or, paths whose number of hops
is no greater than h plus that of the minimum-hop path.
Obviously, h should be small to avoid an explosion in the
number of candidate paths.

Option 2: A better approach is to discover new paths
online. The implicit costs ql, which arise naturally as the
Lagrangian Multipliers of the dual problem, give us guidelines
on discovering potentially better alternate paths. Given a
configuration of the alternate paths, the following properties
can be easily verified that characterize any stationary point
( ~p∗, ~q∗) of algorithm A: (1) when the utility functions are

strictly concave, the admission probability
θ(i)
∑

j=1

p∗ij for each

class i can be uniquely determined; (2) only paths that have
the minimum cost see positive routing probabilities. (The cost
of a path is the sum of the implicit costs for all links along the
path.) Let qi,0 denote the minimum cost among all alternate
paths for class i, then for all j

p∗ij > 0 ⇒ q∗ij = qi,0 , min
j

L
∑

l=1

H l
ijq

l,∗

This is consistent with the minimum first derivative path
discussed in [22, p417]. Therefore, adding paths whose costs
are larger than the minimum cost will not yield any gain.

We can use the the above properties to iteratively generate
the candidate paths online. Starting from any initial set of
candidate paths, we execute the distributed algorithm A to
solve the upper bound. Then based on the implicit costs at
the (possibly approximate) stationary point, we can run any
minimal cost routing algorithm using the implicit costs as the
cost metric for each link. If the minimal cost is smaller than
the minimal cost among the current set of candidate paths
by a certain threshold, we add this new path into the set, and
continue. Otherwise, we can conclude that no further alternate
paths need to be added.

D. Extensions to Multiple QoS Constraints

So far we have assumed that the bandwidth constraint is
the only QoS constraint. We now address the extension to
multiple QoS metrics and constraints. We can argue that
link states metrics other than the available bandwidth, e.g.,
delay and overflow probabilities, etc., could be more stable
in future high-bandwidth networks. When the link capacity of
the network is large, the network can support a large number
of connections at the same time. Due to the complexity in
maintaining per-flow information, Quality of Service is likely

to be provisioned on an aggregate basis. Each node in the
network will provide a QoS guarantee on delay and/or packet
loss probabilities for all flows belonging to the same class,
rather than for each individual flow. Such guarantees will stay
unchanged as new flows arrive at or old flows depart from the
network.

Let each class be given some QoS requirements on both
the bandwidth constraint and some other constraints such as
delay or packet loss probabilities. We now assume that each
link will provision certain QoS guarantees on these other QoS
metrics. Such guarantees are constant over time and can be
advertised to the entire network. The alternate paths for each
class must now be constrained to those that satisfy these
other QoS requirements. Given a set of alternate paths, the
distributed algorithm in Section III-A can be used unchanged
to find the optimal routing probabilities. In order to generate
the alternate paths, we can use the options in Section III-C,
except that now we have to consider other constraints too. For
example, in Option 2, we can still use the implicit cost as the
cost metric for each link and execute any constrained minimal
cost QoS routing algorithm to search for new alternate paths.

It is important to note that the path-finding step does not
deal with the available bandwidth constraint directly. Instead, it
is based on the implicit cost, which is a more stable parameter
that depends on the average congestion level of the network.
Hence, the path-finding step can be carried out infrequently.
Note that the computation of optimal paths under multiple
QoS constraints is usually a NP-complete problem. Hence,
for any practical implementation of QoS routing solutions,
the computation overhead has always been a key issue. Our
optimization based approach does not directly reduce the
computational complexity. Rather, it reduces the frequency of
the computation. We emphasize that the optimal performance
is still preserved even though computation becomes infrequent.
This, as mentioned in the Introduction, is again due to the
separation of control time-scales: the set of candidate paths
needs to change only when the average demand and capacity
of the network changes significantly. Hence, the intensive
computations only need to be carried out infrequently.

IV. IMPLEMENTATIONAL ISSUES

In this section we address some implementational issues.
The distributed algorithm requires communicating the implicit
costs back to the ingress routers. There are two alternatives.
One is to use the connection request packets sent by the
ingress router. Each link can insert its own implicit costs when
processing the connection request packets. When the response
is sent back to the ingress router, the implicit costs are piggy-
backed for free. The other approach is to periodically advertise
the implicit costs throughout the network. In the latter case,
even when the implicit costs are updated infrequently, while
the speed of convergence of the distributed algorithm will be
affected, the optimal routing probabilities that the algorithm
converges to will remain the same.

The transient behavior of the distributed algorithm is sen-
sitive to the choice of the stepsize αl. A smaller stepsize will



result in a smaller misadjustment (overshoot or undershoot)
around the optimal solution, but takes a longer time to con-
verge. A larger stepsize expedites the convergence at the cost
of larger misadjustment. This tradeoff between misadjustment
and speed of convergence is a fundamental one for stochastic
approximation algorithms with constant stepsizes. A better
approach is to use an adaptive stepsize scheme: a larger
stepsize is used initially (or when sudden changes occur)
to expedite convergence, followed by a smaller stepsize to
reduce the misadjustment. This idea of stepsize adaptation has
been used in many other applications, especially in adaptive
filtering. Here we illustrate one such approach, borrowed from
the idea in [25]:

Fix a link l. Let Gt be the estimate of the gradient at the t-
th iteration. Let Et be a weighted average of the past samples
of Gt, i.e., upon a new sample Gt, and let

Et+1 = εlGt + (1 − εl)Et,

where εl is a small positive constant. Let αl
t denote the

stepsizes at the t-th iteration. We can update the stepsize based
on the correlation between Et and Gt, i.e.,

αl
t+1 = min{[αl

t + βlEtGt]
+, αmax}, (13)

where βl is a small positive constant, and αmax is a maximum
allowable stepsize chosen to ensure the stability of the system.

Readers can refer to [20] for the treatment of some other
implementational issues, for example, when the service time
Tk is not available at the time of connection setup, etc.

V. SIMULATION RESULTS

In this section, we present simulation results that illustrate
our optimization based approach for QoS routing. We imple-
ment the distributed algorithm following the online measure-
ment based scheme in Section III-B. The topologies we use are
shown in Fig. 2. We first demonstrate the convergence of the
distributed algorithm using the “triangle” network in Fig. 2.
There are three classes of flows (AB,BC,CA). For each class
of flows, there are two alternate paths, i.e., a direct one-link
path, and an indirect two-link path. The arrival rates for classes
AB, BC, CA are 1, 1 and 3 flows per time unit, respectively.
Each flow consumes one bandwidth unit along the path(s) and
holds the resources for a mean time of 100 time units. Let the
capacity of all links be 100 bandwidth units. For all classes the
revenue vi is 1 and the utility function is Ui(p) = ln p. Both
the revenue and the implicit cost are chosen to be unitless.

Fig. 3 demonstrates the evolution over time of the implicit
costs at all links and the evolution of the routing probabilities
of class CA. The x-axis corresponds to the total number of
arrivals simulated. Readers can verify that all quantities of
interest converge to a small neighborhood of the solution to
the upper bound. The parameters we use for the distributed
algorithm are: αl = 0.0001 per bandwidth unit, νi = 1, K =
1000 and W = 1 time unit.

Fig. 4 demonstrates the convergence of the implicit costs
when we use the adaptive stepsize scheme in Section IV. The
parameters we use are: εl = 0.001, αmax = 0.1 per bandwidth
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Fig. 3. Evolution of the implicit costs (top) and the routing probabilities
of class CA (bottom) with respect to the total number of arrivals simulated.
The unit of x-axis is 1000 arrivals. The solution to the upper bound is the
following: the implicit costs are 1.25, 1.25, and 2.5, respectively, for link AB,
BC and CA. The routing probability for class CA are 0.33 for the direct path
and 0.067 for the two-hop path.

unit, βl = 0.0001 per cubic bandwidth unit and αl
0 = 0.

The initial convergence is almost immediate: the implicit costs
quickly jump to a small neighborhood of the solution to the
upper bound, thanks to an increase in the stepsize initially.
The evolution of the routing probabilities (not shown) follows
the same trend. While the misadjustment takes time to die
out (as the stepsize becomes smaller), Fig. 5 shows that the
convergence of the revenue to its stationary value is achieved
must faster (note that the range on the x-axis is smaller). As
far as the overall revenue is concerned, the fluctuations of the
implicit costs appear to cancel themselves out.
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We next simulate a larger network, i.e., the “ISP” topology
in Fig. 2, which is reconstructed from an ISP network and has
been used in many simulation studies [2], [3], [4], [5], [13].
It has 18 nodes and 30 links. We simulate the case with a
uniform demand matrix: flows arrive at each node according to
a Poisson process with rate λ, and the destinations are chosen
uniformly among all other nodes. The bandwidth requirement
of each connection is one bandwidth unit. Revenue vi is 1. We
use a Pareto service time distribution with shape parameter 2.5,
to capture the heavy-tailed characteristic of the traffics on the
Internet. The mean service time is 100 time units. The capacity
of each link is 1000 bandwidth units.

There are a total of 18× 17 = 306 source-destination pairs
(i.e., classes). When the simulation is initialized, the set of
alternate paths for each source-destination pair consists of all
minimum-hop paths. Once simulation starts, new paths can be
added following Option 2 in Section III-C. To simplify the
simulation, we adopt an upper limit of 10 on the number of
alternate paths for each source-destination pair: when a new
path is found, if there are already 10 alternate paths, the old
path with the smallest routing probability will be replaced by
the new path.

We choose the utility function of the following form

Ui(p) = hi ln p − (hi − 1)p,

where hi is the minimal number of hops between source-
destination pair i. This utility function improves the admission
probability for flows that traverse a larger number of hops. (At
the same level of admission probability p < 1, the marginal
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Fig. 6. The revenue (top) and the blocking probability (bottom) of the
distributed algorithm compared with the upper bound and WSP.

utility dUi

dp
= hi/p − (hi − 1) is larger for flows that traverse

a long path.)
We simulate the optimization based approach using the

distributed algorithm and compare, in Fig. 6, the revenue and
total blocking probability over all classes against the values
determined by the upper bound. We vary the per-node flow
arrival rate λ from 1.0 to 10.0 flows per time unit. As we
can see from these figures, our distributed algorithm tracks
the upper bound consistently over all loads. With a network
of this size (each link can hold 1000 flows) the difference
between the upper bound and the simulation of our distributed
algorithm is already small.

We also compare the performance of the Widest-Shortest-
Path (WSP) algorithm. WSP has been used in many simulation
studies [2], [3], [13]. Among all feasible paths, the WSP
algorithm will first choose paths that have the smallest number
of hops. If there are multiple such paths, the WSP algorithm
will choose the one with the largest available bandwidth.
However, as shown in Fig. 6 the performance of a faithful
implementation of WSP starts to taper off at λ = 5.0 flows
per time unit. The performance degradation of WSP is due
to its selection of non-minimal hop paths, which could result
in sub-optimal configurations for the whole network. If we
constrain WSP to minimum-hop paths only, the performance
degradation will disappear in this example, as shown by
the curve labeled “WSP/Min-Hop.” However, from this, we
should not draw the conclusion that such a practice is always
better. By constraining WSP to minimum-hop paths, one also
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The unit on the x-axis is the mean inter-arrival time of flows at each node.
λ = 6.0 flows per unit time for this figure.

reduces the capability of WSP to use other potentially less
congested paths. The end result depends on the topology of
the network and the demand pattern. For example, in the
“shortcut” topology in Fig. 2, assume that the capacities of
all links are the same. If flows from S to D is to only use
the minimum-hop path (S-1-6-D), once this path is full, no
more flows can be admitted. However, if the flows use the
non-minimum-hop paths S-1-2-3-D and S-4-5-6-D, twice as
many flows can be admitted. Hence it is not always better to
restrict on minimum-hop paths.

Our distributed algorithm, on the other hand, will always be
able to find the right balance by solving the upper bound. It
consistently tracks the upper bound under all load conditions.
This provable optimality is an attractive feature of our opti-
mization based approach as it ensures that the routing decision
will always be close to optimal.

The strength of the optimization based approach is even
more evident when the computation and link state updates
become infrequent. To show this, we pick λ = 6.0 flows
per time unit and simulate both the distributed algorithm
and the WSP (with minimum-hop path only) when we vary
the interval between link-state updates. For the distributed
algorithm the implicit costs are advertised with each link
state update. Computation is carried out after each link state
update. In contrast to the suggestion given in [4] we do not
use the triggered link state update strategy for WSP since
it cannot reduce the number of updates effectively. When
the triggered strategy is used, changes in available bandwidth
that exceed certain percentage of the past advertised available
bandwidth will trigger a new link state update. When the
network operates at a high utilization level, the available
bandwidth is small. Even small changes in available bandwidth
will trigger frequent updates.

Simulation results are presented in Fig. 7. The performance
of the distributed algorithm changes little as the link state
update interval becomes larger and larger, while the perfor-
mance of WSP decreases significantly. (The unit on the x-axis
is the mean inter-arrival time of flows at each node.) In the
worst case, WSP blocks twice as many connections compared
to the case when it has perfect link states. The exact level
of this performance degradation is a complex function that
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Fig. 8. The blocking probability predicted by the upper bound compared
with that collected from the simulation of the distributed algorithm. λ = 6.0

flows per time unit for this figure.

depends on many factors, such as the topology and the demand
of the network, etc. Again, the strength of the optimization
based approach is that it consistently achieves near optimal
performance, even when the computation and communication
overhead are greatly reduced.

When our optimization based approach to QoS routing is
used, designers can predict the operating point of the network
by analytically solving the upper bound. This is shown in
Fig. 8 where each point represents the blocking probability
of one source-destination pair computed by the upper bound
(along the x-axis) and that collected from the simulation of
the distributed algorithm (along the y-axis). The points follow
the diagonal line, which indicates that the simulation matchs
the theory. In contrast, the analysis of dynamic QoS routing
schemes (such as WSP) appears to be an intractable problem,
especially when the computation becomes infrequent and the
link state information becomes inaccurate. One usually has to
resort to simulation to find out the operation of a QoS routing
algorithm.

VI. CONCLUSION AND FUTURE WORK

In this paper, we developed an optimization based approach
for Quality of Service routing in high-bandwidth networks.
We view a network that employs QoS routing as an entity
that carries out a distributed optimization. By solving the
optimization problem, the network is driven to an efficient
operating point. When the capacity of the network is large, this
optimization takes on a simple form. We develop a distributed
and adaptive algorithm that can efficiently solve the optimiza-
tion online. The proposed optimization based approach has
several advantages in reducing the computation and commu-
nication overhead, and in improving the predictability and
controllability of the operating characteristics of the network.

We now briefly outline directions for future work: (1) In this
paper we propose to update the implicit costs by measuring
the arrived load. Other methods are possible, for example,
by taking into account the utilization levels of the links. (2)
A deeper understanding of the transient behavior of the dis-
tributed algorithm is important. The adaptive stepsize scheme
in Section IV that improves the speed of the convergence is
of particular interest. (3) We assume that the capacity of the



network is uniformly large. If some part of the network is not
so large (for example, at the network edge), one then has to
study a finer level of dynamics in these parts of the network. It
would be interesting to study hybrid schemes that combine our
results with some further details of the dynamics of smaller
links. (4) In this paper we take a source routing model.
Adapting our result to the distributed routing or hierarchical
routing paradigms is also a possible direction for future work.
A related issue is how to deal with the case when routers do
not allow arbitrary splitting of traffic among multiple paths. (5)
Finally, from a theoretical viewpoint, it would be important to
prove the convergence of the distributed algorithm under more
general settings, such as with asynchronous computation and
stochastic approximation.
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