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Abstract—Various computational problems can be reduced to
computing the marginals and the partition function of a suitably
defined standard factor graph (S-FG). The sum-product algorithm
(SPA) is an efficient iterative method for approximating these
quantities, resulting in the so-called Bethe approximation of these
quantities.

In previous work, Vontobel proved that for an S-FG whose
partition function equals the permanent of a nonnegative square
matrix, the Bethe free energy function associated with the S-FG is
a convex function and the SPA efficiently finds the minimum of the
Bethe free energy function, from which the Bethe approximation
of the permanent can be computed.

We extend Vontobel’s results by considering a class of bipartite
S-FGs where each local function is defined based on a (possibly
different) multi-affine homogeneous real stable polynomial. This
class of S-FGs covers various combinatorial problems, including
computing a generalization of the matrix permanent and deter-
mining the number of binary contingency tables with prescribed
marginals. Results by Straszak and Vishnoi for a slightly larger
class of S-FGs (they do not assume homogeneity of the polyno-
mials) show that these S-FGs have the property that the Bethe
partition function lower bounds the partition function.

In this paper we prove, with the help of results for real stable
polynomials and results from matroid theory, various statements
for the class of S-FGs under consideration: we show that a certain
projection of the local marginal polytope equals the convex hull of
the set of valid configurations, that the Bethe free energy function
possesses some convexity properties, and, for the typical case where
the S-FG has an SPA fixed point consisting of positive-valued
messages only, that the SPA finds the value of the Bethe partition
function exponentially fast.

I. INTRODUCTION

Several fundamental computational problems in statistical
mechanics, coding theory, and computer science can be formu-
lated as computational tasks regarding multivariate functions.
A typical task is computing the marginals and the sum of
a multivariate nonnegative real-valued function that is given
by the product of nonnegative real-valued functions [1]. The
factorization of this function can be visualized by a standard
factor graph (S-FG), and the marginals and the sum of this
function are related to computing the marginals and partition
function of the S-FG, respectively [2]–[4].

The sum-product algorithm (SPA), also known as loopy
belief propagation (LBP), is one of the most widely deployed
methods to approximate the marginals and the partition function
of an S-FG [3]–[5]. If the S-FG is cycle-free, then the SPA gives
the exact marginals and the exact partition function at its only
fixed point. If the S-FG has cycles, then the SPA often provides
a decent approximation to these quantities.

Yedidia et al. [6] connected the SPA fixed points to the
stationary points of the Bethe free energy function associated
with an S-FG. They further introduced the Bethe approximation
to the partition function of the S-FG, the so-called Bethe
partition function, which is defined in terms of the minimum
of the Bethe free energy function. For many S-FGs of interest,
the Bethe partition function gives a surprisingly good estimate
to the partition function [7]. Nevertheless, there are known

example S-FGs for which the SPA fails to converge or for
which the Bethe partition function is a poor approximation to
the partition function [8]–[10].

There are S-FGs where the SPA exhibits favorable behavior,
and the Bethe partition function provides a reasonable estimate
of the partition function. For the S-FG whose partition function
equals the permanent of a nonnegative square matrix, Vontobel
in [11] showed that the Bethe free energy function is a convex
function and that the SPA finds its minimum exponentially
fast. Furthermore, Gurvits in [12] proved that the Bethe par-
tition function lower bounds the permanent, and Anari and
Razaei [13] proved that the permanent is upper bounded by
2n/2 times the Bethe partition function, where n is the number
of the rows and columns of the matrix. Afterwards, Huang et
al. in [14] gave a combinatorial characterization of the above-
mentioned bounds for the matrix permanent via the degree-M
Bethe partition function.

A natural question is whether we can generalize the afore-
mentioned results, i.e., whether we can find classes of S-FGs
such that the SPA and the Bethe partition function are still
well-behaved. In this paper, motivated by recent developments
in the area of polynomial approaches to approximating partition
functions [15], [16] and in the theory of real stable polynomi-
als [17]–[19], we consider bipartite S-FGs where each local
function is defined based on a (possibly different) multi-affine
homogeneous real stable (MAHRS) polynomial. Such S-FGs
can be viewed as a generalization of the S-FGs for the matrix
permanent in [11]: by suitably defining the local functions
in such an S-FG, computing the associated partition function
is equivalent to solving various fundamental combinatorial
problems. Straszak and Vishnoi [20] proved that for S-FGs
where each local function corresponds to a multi-affine real
stable polynomial (note that they do not assume homogeneity),
the Bethe partition function lower bounds the partition function.

In this paper, for an S-FG from the class of S-FGs under
consideration, we investigate the properties of its Bethe partition
function, along with studying the behavior of the SPA. The main
contributions of this paper are as follows.

1) We show that by suitably defining the local functions of
the S-FG, computing the associated partition function is
equivalent to solving various fundamental combinatorial
problems, e.g., finding the number of binary contingency
tables with prescribed marginals [21].

2) We prove that a certain projection of the local marginal
polytope of the S-FG equals the convex hull of the set
of valid configurations of the S-FG. We do this, first,
by using results about MAHRS polynomials in [22] that
show that the support of each local function in the S-
FG is the set of bases of a suitably defined matroid,
and, second, by using the celebrated matroid intersection
results in [23].

3) We present primal and dual formulations of the Bethe
partition function. In particular, we show that the pri-
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mal formulation corresponds to a convex optimization
problem and that the dual formulation corresponds to a
convex-concave minimax optimization problem. Our pro-
posed dual formulation is different from the formulation
of the Bethe partition function proposed in [20].

4) We prove, with the help of results about MAHRS polyno-
mials in [22], that the SPA converges exponentially fast to
the fixed point, and that the value of the Bethe partition
function can be evaluated by the fixed-point messages.
Note that, due to space constraints, we prove this result
only for the, typically occurring, case where the S-FG has
an SPA fixed point consisting of positive-valued messages
only.

Note that the proofs of most of these results require non-trivial
generalizations of the proofs of the results in [11].

The rest of this paper is structured as follows. Section II
formally defines the considered S-FGs. Section III introduces
the primal and dual formulations of the Bethe partition function.
Section IV studies the SPA on the considered S-FGs. The
appendices provide the proofs of the main results in this paper.

A. Basic Notations and Definitions

All logarithms are natural logarithms. As usually done in
information theory, we define log(0) , −∞, 0 · log 0 , 0, and
00 , 1. For any positive integer n ∈ Z≥1, we define [n] ,
{1, . . . , n}. For any length-n vector x =

(
x(1), . . . , x(n)

)
∈

{0, 1}n, we define wH(x) to be the Hamming weight of the
vector x, i.e., wH(x) ,

∑n
i=1 x(i).

Definition 1. For any finite set S and any collections of
variables A ,

(
A(s)

)
s∈S ∈ R|S| and B ,

(
B(s)

)
s∈S ∈ R|S|,

we define

AB ,
∏
s∈S

(
A(s)

)B(s)
, 〈A,B〉 ,

∑
s∈S

A(s) ·B(s),

A ·B ,
(
A(s) ·B(s)

)
s∈S , exp(A) ,

(
exp
(
A(s)

))
s∈S

,

A

B
,

(
A(s)

B(s)

)
s∈S

, B(s) 6= 0, ∀s ∈ S.

Definition 2. Consider a finite set S. Define the set

ΠS ,

{
p ,

(
p(s)

)
s∈S

∣∣∣∣∣ ∑
s∈S

p(s) = 1, p(s) ≥ 0, ∀s ∈ S

}
to be the set of probability mass functions (PMFs) over S.
Consider n ∈ Z≥1 and a collection of vectors {xs}s∈S such
that xs ∈ Rn for all s ∈ S. Define the convex hull of {xs}s∈S
to be

conv({xs}s∈S) ,

{
x ∈ Rn

∣∣∣∣∣ ∃p ∈ ΠS s.t. x =
∑
s∈S

p(s)·xs

}
.

II. AN MAHRS POLYNOMIALS-BASED
STANDARD NORMAL FACTOR GRAPH (S-NFG)

In this section, we introduce a standard normal factor graph
(S-NFG)1 where each local function corresponds to an MAHRS
polynomial. (For the definition and properties of MAHRS poly-
nomials, see Appendix A.) We will see that many fundamental
combinatorial problems are related to exactly computing the
partition function of such an S-NFG.

Definition 3. Fix some n,m ∈ Z≥1. Define I = [n] and J =
[m]. We consider a bipartite S-NFG N(F , E ,X ) consisting of
the following objects:

1In this paper, we will consider, without essential loss of generality, S-NFGs,
i.e., S-FGs where variables are associated with edges [2], [3].

fl,1 fr,1

fl,2 fr,2

fl,3 fr,3

Fig. 1: An example S-NFG N with n = m = 3.

1) The graph (F , E), where the set of function nodes F
is defined to be F , {fl,i}i∈I ∪ {fr,j}j∈J with fl,i
representing the i-th function node on the left-hand side
(LHS) and fr,j representing the j-th function node on the
right-hand side (RHS), and the set of edges is defined to
be E ⊆ I ×J . If (i, j) ∈ E , there is an edge connecting
function nodes fl,i and fr,j in N. The set F is also known
as the set of local functions.

2) The alphabet X ,
∏

(i,j)∈E Xi,j , where the alphabet
associated with the edge (i, j) ∈ E is Xi,j , {0, 1} and
the corresponding variable is denoted by x(i, j).

An example S-NFG with n = m = 3 is shown in Fig. 1. We
make some further definitions for N as follows.

3) Define x,
(
x(i, j)

)
(i,j)∈E ∈X to be a configuration of N.

4) For each i ∈ I, define

Ji , {j′ ∈ [J ] | (i, j′) is incident on fl,i}

and mi , |Ji|.
5) For each j ∈ J , define

Ij , {i′ ∈ [I] | (i′, j) is incident on fr,j}

and nj , |Ij |.
6) For any A ,

(
A(i, j)

)
(i,j)∈E ∈ C|E|, define the vectors

A(i, :) ,
(
A(i, j′)

)
j′∈Ji

and A(:, j) ,
(
A(i′, j)

)
i′∈Ij

.

7) Define L ,
(
L(i, j)

)
(i,j)∈E and R ,

(
R(i, j)

)
(i,j)∈E to

be collections of variables that take value in C|E|.
8) For each i ∈ I, define the local function fl,i to be an

arbitrary mapping from
∏

j∈Ji
Xi,j to R≥0 such that

pi
(
L(i, :)

)
,

∑
x(i,:)∈{0,1}mi

fl,i
(
x(i, :)

)
·
(
L(i, :)

)x(i,:)
is an MAHRS polynomial of degree ri with respect to the
variables in L(i, :). Let Xfl,i be the support of fl,i, i.e.,

Xfl,i ,
{
x(i, :) ∈ {0, 1}mi

∣∣ fl,i(x(i, :)
)
> 0
}
.

9) For each j ∈ J , define the local function fr,j to be an
arbitrary mapping from

∏
i∈Ij Xi,j to R≥0 such that

qj
(
R(:, j)

)
,

∑
x(:,j)∈{0,1}nj

fr,j
(
x(:, j)

)
·
(
R(:, j)

)x(:,j)
is an MAHRS polynomial of degree cj with respect to the
variables in R(:, j). Let Xfr,j be the support of fr,j , i.e.,

Xfr,j ,
{
x(:, j) ∈ {0, 1}nj

∣∣ fr,j(x(:, j)
)
> 0
}
.

10) For any x ∈ X , define the global function g to be

g(x) ,

(∏
i∈I

fl,i
(
x(i, :)

))
·

(∏
j∈J

fr,j
(
x(:, j)

))
.

11) Define the set C to be the set of valid configurations:

C , {x ∈ X | g(x) > 0}.

12) Define the partition function to be Z(N) ,
∑
x∈C g(x).

Assumption 4. We assume that Z(N) > 0.
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For convenience, if there is no ambiguity, we use
shorthands

∑
x(i,:),

∑
x(:,j),

∑
x(i,j),

∑
(i,j),

∑
i,
∑

j ,∏
x(i,:),

∏
x(:,j),

∏
x(i,j),

∏
(i,j),

∏
i,
∏

j ,
∏
x, { }(i,j),

( )i, ( )j , ( )(i,j), ( )x(i,:), ( )x(:,j), and ( )x, for∑
x(i,:)∈Xfl,i

∑
x(:,j)∈Xfr,j

∑
x(i,j)∈Xi,j

,
∑

(i,j)∈E ,
∑

i∈I ,∑
j∈J ,

∏
x(i,:)∈Xfl,i

∏
x(:,j)∈Xfr,j

∏
x(i,j)∈Xi,j

,
∏

(i,j)∈E ,∏
i∈I ,

∏
j∈J ,

∏
x∈X , { }(i,j)∈E , ( )i∈I , ( )j∈J , ( )(i,j)∈E ,

( )x(i,:)∈Xfl,i
, ( )x(:,j)∈Xfr,j

, and ( )x∈X , respectively. For
convenience, for any collection of variables A , (A(i, j))(i,j)
and any integers i′ ∈ I and j′ ∈ J , we use the short-
hands

∑
j A(i′, j) and

∑
iA(i, j′) for

∑
j∈Ji′

A(i′, j) and∑
i∈Ij′

A(i, j′), respectively, if there is no ambiguity.
In following example, we relate the exact computation of

the partition function for the class of the S-NFGs defined in
Definition 3 to various fundamental combinatorial problems. In
particular, we show that Definition 3 generalizes the definition
of the S-NFG in [11, Definition 4], whose partition function
equals the permanent of a nonnegative square matrix.

Example 5. Consider an arbitrary positive-valued matrix of
size n × m: θ ,

(
θ(i, j)

)
(i,j)

∈ Rn×m
>0 . Let Ji = [m] and

Ij = [n] for all i ∈ I and j ∈ J . Fix ri ∈ [m] and cj ∈ [n]
for all i ∈ I and j ∈ J . For each i ∈ I and j ∈ J , the local
functions are defined to be

fl,i
(
x(i, :)

)
,

{ (
θ(i, :)

)x(i,:)/2
if wH

(
x(i, :)

)
= ri

0 otherwise
,

fr,j
(
x(:, j)

)
,

{ (
θ(:, j)

)x(:,j)/2
if wH

(
x(:, j)

)
= cj

0 otherwise
.

This example S-NFG has the following properties.

1) For each i ∈ [n], the polynomial pi
(
L(i, :)

)
is an

elementary symmetric polynomial of degree ri, i.e., an
MAHRS polynomial. The set Xfl,i corresponds to a uni-
form matroid of rank ri. Similarly, for each j ∈ [m],
the polynomial qj

(
R(:, j)

)
is an elementary symmetric

polynomial of degree cj , i.e., an MAHRS polynomial, and
the set Xfr,j corresponds to a uniform matroid of rank cj .
(For details, see the discussion in Appendices B and C,
which are recommended to be read after reading the proof
of Theorem 8.)

2) It holds that

C =

{
x ∈ X

∣∣∣∣ wH

(
x(i, :)

)
= ri, ∀i ∈ I

wH

(
x(:, j)

)
= cj , ∀j ∈ J

}
.

By [24, Section 6.2], we know that the set C is non-empty
if and only if

∑
i∈I ri =

∑
j∈J cj and for all subsets

S ⊆ [m], we have
∑

j∈S cj ≤
∑

i∈I min{ri, |S|}.
3) If n = m and ri = cj = 1 for all i ∈ I and j ∈ J , then

Z(N) equals the permanent of θ (see, e.g., [25]). Comput-
ing Z(N) in this case is in the complexity class #P, where
#P is the set of the counting problems that correspond to
the decision problems in the class NP. Remarkably, even
if we consider θ ∈ {0, 1}n×m instead of θ ∈ Rn×m

>0 , the
computation of Z(N) is #P-complete [26].

4) The partition function Z(N) =
∑
x∈C θ

x can be viewed
as a generalization of the permanent of θ. If θ is a matrix
of ones, then Z(N) equals the number of binary matrices
with prescribed row and column sums, i.e., the number
of binary contingency tables with prescribed marginals.
(See, e.g., [21], [27], [28].)

III. THE PRIMAL AND DUAL FORMULATIONS OF THE
BETHE PARTITION FUNCTION

In the previous section, we showed that computing the parti-
tion function for the considered S-NFG is in general non-trivial.
In this section, we introduce the primal and dual formulations
of the Bethe partition function, which provides a graphical-
model-based approach to approximate the partition function.
We present convexity and concavity properties of these formu-
lations. Before giving the definition of these formulations, we
need to introduce the local marginal polytope. (For the details
of local marginal polytope, see, e.g., [7, Section 4.1.1].)

Definition 6. We make the following definitions.
1) Define a collection of beliefs: β ,

(
(βi)i, (βj)j , βE

)
,

with βi and βj corresponding to the beliefs of the
function nodes fl,i and fr,j , respectively, and βE cor-
responding to the beliefs of the edges:2

βi ,
(
βi(x(i, :))

)
x(i,:)

, βj ,
(
βj(x(:, j))

)
x(:,j)

,

βE ,
(
βE(i, j)

)
(i,j)

.

2) Define βI ,
(
βI(i, j)

)
(i,j)

and βJ ,
(
βJ (i, j)

)
(i,j)

to
be the collections of the marginals of the beliefs (βi)i
and (βj)j , where

βI(i, j) ,
∑

x(i,:): x(i,j)=1

βi
(
x(i, :)

)
,

βJ (i, j) ,
∑

x(:,j): x(i,j)=1

βj
(
x(:, j)

)
.

3) The local marginal polytope (LMP) is defined to be the
set

L ,

β
∣∣∣∣∣∣
βi ∈ ΠXfl,i

, ∀i ∈ I
βj ∈ ΠXfr,j

, ∀j ∈ J
βI = βJ = βE

.
4) The polytope LE is defined to be the projection of the

LMP L onto the beliefs of the edges, i.e.,

LE ,
{
βE

∣∣∣∣ βE(i, :) ∈ conv(Xfl,i), ∀i ∈ I
βE(:, j) ∈ conv(Xfr,j ), ∀j ∈ J

}
.

Proposition 7. For any βE ∈ LE , there exists a β′ ∈ L such
that βE = β′E .

Proof. This follows straightforwardly from the definitions of
LE and L in Definition 6. �

Theorem 8. The convex hull of all the valid configurations of
N is equal to the set LE , i.e., conv(C) = LE .

Proof. The proof is mainly relies on results from matroid
theory. For details, see Appendix B. �

If we consider the example S-NFG in Item 3 of Example 5,
then Vontobel in [11, Lemma 13] showed that in this case,
Theorem 8 is equivalent to the Birkhoff-von Neumann theo-
rem. (For the Birkhoff–von Neumann theorem, see, e.g., [29,
Theorem 4.3.49].)

Definition 9. The Bethe free energy function associated with N
is defined to be the function FB(β) , UB(β)−HB(β), where
β ∈ L and

UB(β) , −
∑
i

∑
x(i,:)

βi
(
x(i, :)

)
· log

(
fl,i
(
x(i, :)

))
2For each (i, j) ∈ E , the belief βE(i, j) corresponds to the belief that

x(i, j) = 1, and 1− βE(i, j) corresponds to the belief that x(i, j) = 0.
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−
∑
j

∑
x(:,j)

βj
(
x(:, j)

)
· log

(
fr,j
(
x(:, j)

))
,

HB(β) , −
∑
i

∑
x(i,:)

βi
(
x(i, :)

)
· log

(
βi
(
x(i, :)

))
−
∑
j

∑
x(:,j)

βj
(
x(:, j)

)
· log

(
βj
(
x(:, j)

))
+
∑
(i,j)

βE(i, j) · log
(
βE(i, j)

)
+
∑
(i,j)

(
1− βE(i, j)

)
· log

(
1− βE(i, j)

)
.

Definition 10. The Bethe approximation to the partition func-
tion is defined to be ZB(N) , exp

(
−minβ∈L(N) FB(β)

)
. In

the following, we call this the primal formulation of Bethe
partition function.

A natural question is whether we can bound the partition
function via the Bethe partition function. For the S-NFG in
Item 3 of Example 5, Gurvits in [12, Theorem 2.2] proved that
Z(N) ≥ ZB(N). The following theorem generalizes the lower
bound proven by Gurvits.

Theorem 11. ([20, Theorem 3.2]; see also [15, Theorem 1.1])
For the S-NFG defined in Definition 3, it holds that

Z(N) ≥ ZB(N).

Actually, Straszak and Vishnoi in [20, Theorem 3.2] proved
that the Bethe partition function lower bounds the partition
function even for the S-NFGs where each local function cor-
responds to a multi-affine real stable polynomial, i.e., they do
not assume homogeneity.

In the following, we give an modified version of the primal
formulation in Definition 10 and also a dual formation of
the Bethe partition function. By studying the convexity and
concavity of the objective function in the dual formulation, we
can relate the modified version of the primal formulation to a
convex optimization problem.

Motivated by Proposition 7, we first define a convex set based
on the beliefs of the edges.

Definition 12. For any βE ∈ LE , we define the set of the beliefs
of the function nodes that realize βE , to be the following set:

Lmargin

(
βE
)
,

((βi)i, (βj)j
) ∣∣∣∣∣∣

βI = βJ = βE
βi ∈ ΠXfl,i

, ∀i ∈ I,
βj ∈ ΠXfr,j

, ∀j ∈ J

.
We also define

FB,E(βE) , min
((βi)i, (βj)j)∈Lmargin(βE)

FB(β).

Based on the primal formulation of the Bethe partition
function in Definition 10, we obtain a modified version of the
primal formulation based on FB,E as follows:

ZB(N) = exp
(
− min
βE∈LE

FB,E(βE)
)
. (1)

Now we introduce a dual formulation of the Bethe par-
tition function and show how it corresponds to a convex-
concave minimax optimization problem. The intuition behind
the dual formulation is as follows. The primal formulation
in Definition 10 is given by the minimum of the Bethe free
energy function, which is related to a sum of entropy functions.
Following a similar idea in the derivation of the result that
the conjugate dual of the entropy function is a “log-sum-
exponential” function (see, e.g., [30, Example 3.25]), we apply

the Lagrangian dual method to the primal formulation and
get a dual formulation that is related to a sum of “log-sum-
exponential” functions.

Definition 13. A minimax problem is defined as follows.
1) For each i ∈ I and j ∈ J , define

p̃i
(
βE(i, :),L(i, :)

)
,
∑
x(i,:)

fl,i
(
x(i, :)

)
· e〈L(i,:),x(i,:)〉

·
(
βE(i, :)

)x(i,:)
,

q̃j
(
βE(:, j),R(:, j)

)
,
∑
x(:,j)

fr,j
(
x(:, j)

)
· e〈R(:,j),x(:,j)〉

·
(
1− βE(:, j)

)1−x(:,j)
.

2) Define

Z̃B,d(N) , exp

(
− min
βE∈LE

sup
L,R∈R|E|

F̃B,d

(
βE ,L,R

))
,

where
F̃B,d

(
βE ,L,R

)
, −

∑
i

log
(
p̃i
(
βE(i, :),L(i, :)

))
−
∑
j

log
(
q̃j
(
βE(:, j),R(:, j)

))
+ 〈βE ,L+R〉.

Theorem 14. The definition of Z̃B,d(N) in Definition 13
provides a dual formulation of ZB(N), i.e., Z̃B,d(N) = ZB(N).

Proof. See Appendix D. �

Theorem 15. The following properties of F̃B,d hold.
1) The function F̃B,d

(
βE ,L,R

)
is a convex function with

respect to βE ∈ LE for fixed L,R ∈ R|E|.
2) The function F̃B,d

(
βE ,L,R

)
is a concave function with

respect to L,R ∈ R|E| for fixed βE ∈ LE .
Because both the set LE and the set R|E| are convex, we further
obtain that Z̃B,d(N) corresponds to a convex-concave minimax
optimization problem.

Proof. See Appendix E. �

Corollary 16. The function FB,E is a convex function with
respect to βE ∈ LE , and the minimization problem in the
modified version (1) of the primal formulation of ZB(N) is a
convex optimization problem.

Proof. See Appendix F. �

If we consider the example S-NFG in Item 3 of Example 5,
then Corollary 16 is equivalent to [11, Corollary 23].

IV. BEHAVIOR OF THE SUM-PRODUCT ALGORITHM

Given that both the primal and the dual formulations of the
Bethe partition function have good properties for the considered
class of S-NFGs, we expect the sum-product algorithm (SPA)
to behave well for this class of S-NFGs. In this section, due
the space constraints, we focus on a typical case where the S-
NFG has an SPA fixed point that consists of positive-valued
messages only. We show that in this case the SPA converges
exponentially fast to this SPA fixed point and that the value of
the Bethe partition function can be evaluated by the associated
SPA fixed-point messages.

Definition 17. We make some basic definitions for the SPA on
the S-NFG N as follows.
• Define t ∈ Z≥0 to be the iteration index.
• For every t ∈ Z≥0 and (i, j) ∈ E , define a left-going

message
←
µ t,i,j : Xi,j → R≥0 to be the message from the

function node fr,j on the RHS to the function node fl,i on
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the LHS, and define a right-going message
→
µ t,i,j : Xi,j →

R≥0 to be the message from the function node fl,i on the
LHS to the function node fr,j on the RHS.

• It is sufficient to keep track of the inverse likelihood ratios
in the SPA:

←
Vt(i, j) ,

←
µ t,i,j(1)
←
µ t,i,j(0)

,
→
Vt(i, j) ,

→
µ t,i,j(1)
→
µ t,i,j(0)

, (i, j) ∈ E .

• Define
←
V t ,

(←
Vt(i, j)

)
(i,j)

and
→
V t ,

(→
Vt(i, j)

)
(i,j)

.

Lemma 18. [11, Lemma 29] The SPA update rules on N with
respect to the inverse likelihood ratios are given as follows.

1) For t = 0, initialize 0 <
←
V0(i, j) <∞ for all (i, j) ∈ E .

2) For t ∈ Z≥1 and (i, j) ∈ E , the update rules for the
inverse likelihood ratios are given by

→
Vt(i, j)=

∑
x(i,:): x(i,j)=1

fl,i
(
x(i, :)

)
·
∏

j1∈Ji\{j}

(←
Vt−1(i, j1)

)x(i,j1)
∑

x(i,:): x(i,j)=0

fl,i
(
x(i, :)

)
·
(←
V t−1(i, :)

)x(i,:) ,

←
Vt(i, j)=

∑
x(:,j): x(i,j)=1

fr,j
(
x(:, j)

)
·
∏

i1∈Ij\{i}

(→
Vt(i1, j)

)x(i1,j)
∑

x(:,j): x(i,j)=0

fr,j
(
x(:, j)

)
·
(→
V t(:, j)

)x(:,j) .

3) The SPA update rules above can be written as
(
←
V t,

→
V t) = fSPA,m(

←
V t−1) for some suitably defined

function fSPA,m, where the index “m” means that it is
related to the messages update rules.

The collection of beliefs βt =
(
(βi,t)i, (βj,t)j , (βE,t(i, j))i,j

)
evaluated at the t-th iteration is given by

βi,t
(
x(i, :)

)
=
fl,i
(
x(i, :)

)
·
(←
V t−1(i, :)

)x(i,:)
pi
(←
V t−1(i, :)

) , x(i, :) ∈ Xfl,i ,

βj,t
(
x(:, j)

)
=
fr,j
(
x(:, j)

)
·
(→
V t(:, j)

)x(:,j)
qj
(→
V t(:, j)

) , x(:, j) ∈ Xfr,j ,

βE,t(i, j) =

←
Vt−1(i, j) ·

→
Vt(i, j)

1 +
←
Vt−1(i, j) ·

→
Vt(i, j)

,

where pi and qj , as defined in Definition 3, ensure that∑
x(i,:) βi,t

(
x(i, :)

)
=
∑
x(:,j) βj,t

(
x(:, j)

)
= 1. Similarly, the

above expressions for βt can be written as βt = fSPA,b(
←
V t−1)

for some suitably defined function fSPA,b, where the index “b”
means that it is related to the evaluation of the beliefs.

Definition 19. We define
←
V ,

(←
V (i, j)

)
(i,j)

and
→
V ,(→

V (i, j)
)
(i,j)

. Then we say a collection of inverse likelihood

ratios (
←
V ,
→
V ) constitutes an SPA fixed point if all the ratios

are positive-valued3 and (
←
V ,
→
V ) = fSPA,m(

←
V ). The collection

of beliefs β evaluated at this SPA fixed point is given by
β = fSPA,b(

←
V ).

We can use the so-called pseudo-dual function of the Bethe
free energy function (see, e.g., [31, Theorem 4] and [1,
Eq. (14.27)]) to track the behavior of the SPA.

3In general, the inverse likelihood ratio messages at an SPA fixed point can
take value in

{
R≥0 ∪ {∞}

}|E|. In this paper, due to the space constraints,
we focus on the typical case where the inverse likelihood ratios that constitute
an SPA fixed point are positive-valued.
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Fig. 2: The numerical results in Example 24.

Lemma 20. For any collection of inverse likelihood ratios
(
←
V ,
→
V ), the pseudo-dual function of the Bethe free energy

function is given by

FB,#(
←
V ,
→
V ) = −

∑
i

log
(
pi
(←
V (i, :)

))
−
∑
j

log
(
qj
(→
V (:, j)

))
+
∑
(i,j)

log
(

1 +
←
V (i, j) ·

→
V (i, j)

)
.

Proof. The proof is a straightforward generalization of the
proof of [11, Lemma 31] and thus it is omitted here. �

Proposition 21. If a stationary point of FB,#(
←
V ,
→
V ) satisfies

←
V ,
→
V ∈ R|E|>0, then it corresponds to an SPA fixed point of N.

Proof. This follows from the definition of FB,# and the defi-
nition of the SPA fixed point. The details are omitted here. �

The following theorem states that the Bethe partition function
can be evaluated by the collection of inverse likelihood ratios
(
←
V ,
→
V ) that constitutes an SPA fixed point.

Theorem 22. For each collection of positive-valued inverse
likelihood ratios (

←
V ,
→
V ) that constitutes an SPA fixed point,

the beliefs given by β = fSPA,b(
←
V ) are the location of the

minimum of the Bethe free energy function, and the Bethe
partition function is given by ZB(N) = exp

(
−FB,#(

←
V ,
→
V )
)
.

Proof. See Appendix G. �

The following theorem gives a non-trivial generalization of
the result in [11, Theorem 32].

Theorem 23. Consider the S-NFG N such that there is an SPA
fixed point consisting of positive-valued inverse likelihood ratio
messages only. The SPA converges exponentially fast to this SPA
fixed point.

Proof. See Appendix H. �

In the following example, we provide numerical results
comparing Z(N) with ZB(N) for some small S-NFGs.

Example 24. We consider the example S-NFG as defined in
Example 5, which is defined based on a matrix θ ∈ Rn×m

>0 .
We first consider the case n = m = 6 and ri = cj = 2 for all

i ∈ I and j ∈ J . We randomly generate 3000 instances of θ,
where in each instance the entries of θ are randomly generated
i.i.d. according to the uniform distribution in the interval (0, 1).
Fig. 2(left) shows the obtained Z(N) and ZB(N). We can see
that ZB(N) lower bounds Z(N), corroborating Theorem 11,
and that ZB(N) provides a good estimate of Z(N) in this case.

Consider the same setup as the previous case, but with n =
m = 6 replaced by n = m = 7. The obtained numerical results
are presented in Fig. 2(right). We can make similar observations
about the values of Z(N) and ZB(N) as in the previous case.
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APPENDIX A
REAL STABLE POLYNOMIALS

In this appendix, we introduce real stable polynomials and
discuss some of their properties. Throughout this appendix, we
will assume that n ∈ Z≥1, i.e., n is a positive integer greater
than zero.

Definition 25. Let C[z(1), . . . , z(n)] denote the set of polyno-
mials that consist of complex-valued coefficients and variables
z ,

(
z(1), . . . , z(n)

)
∈ Cn. We make the following definitions

for a polynomial h ∈ C[z(1), . . . , z(n)].
1) Suppose that there is a finite set Ah ⊆ Zn

≥0 with elements
denoted by α ,

(
α(1), . . . , α(n)

)
∈ Ah and a mapping

ah : Ah → C \ {0}, α 7→ ah(α) such that

h(z) =
∑
α∈Ah

ah(α) · zα.

2) We say that h ∈ R[z(1), . . . , z(n)] if ah(α) ∈ R for all
α ∈ Ah.

3) We say that h ∈ R≥0[z(1), . . . , z(n)] if ah(α) ∈ R≥0 for
all α ∈ Ah.

4) The degree of the polynomial h, denoted by dh, is defined
to be

dh , max
α∈Ah

∑
i∈[n]

α(i) ∈ Z≥0.

5) We say that the polynomial h is homogeneous if∑
i∈[n] α(i) = dh for all α ∈ Ah.

6) We say that the polynomial h is a multi-affine polynomial
if α ∈ {0, 1}n for all α ∈ Ah.

7) We define

supp(h) , {α ∈ Ah | ah(α) 6= 0}.

to be the support of h. From the above assumptions, it is
straightforward to see that supp(h) = Ah.

Definition 26. We say that a polynomial h ∈ C[z(1), . . . , z(n)]
is H-stable if h(z) 6= 0 for all z ∈ Hn, where

H , {c ∈ C | Im(c) > 0}

and Im(c) gives the imaginary part of c ∈ C. We further say
that h(z) is real stable if h ∈ R[z(1), . . . , z(n)] and h is H-
stable.

Lemma 27. Let h(z) ∈ R[z(1), . . . , z(n)] be a real stable
polynomial. Then for any b ∈ Rn

≥0, the polynomial h(b · z) is
also a real stable polynomial with respect to z ∈ Cn.

Proof. This result follows straightforwardly from the definition
of real stable polynomials. �

Lemma 28. Let h(z) ∈ R[z(1), . . . , z(n)] be a real stable
polynomial. Then for any b ∈ Rn, the polynomial h(b− z) is
also a real stable polynomial with respect to z ∈ Cn.

Proof. We prove this claim by contradiction. Fix a vector b ∈
Rn. Suppose that there exists a vector z′ such that

h(b− z′) = 0, Im(z′1), . . . , Im(z′n) > 0.

Then we have

0 = h(b− z′) = h(b− z′),

where the second equality follows from h ∈ R[z(1), . . . , z(n)]
and b ∈ Rn. Based on that, we have

h(b− z′) = 0, Im(−z′1), . . . , Im(−z′n) > 0,

which is a contradiction to the fact that h is real stable. �

Lemma 29. [32] Let h ∈ R≥0[z(1), . . . , z(n)] be a real stable
polynomial. Then log

(
h(z)

)
is a concave function with respect

to z ∈ Rn
≥0.

For a more accessible proof of Lemma 29, see [33, Remark
3.8].

Theorem 30. [22, Theorem 5.6] A multi-affine polynomial
h(z) ∈ R[z(1), . . . , z(n)] is real stable if and only if for all
z′ ∈ Rn and i, j ∈ [n] we have

∂

∂zi
h(z)

∣∣∣∣
z=z′

· ∂

∂zj
h(z)

∣∣∣∣
z=z′
− h(z) · ∂2

∂zi ∂zj
h(z)

∣∣∣∣
z=z′

≥ 0.

APPENDIX B
PROOF OF THEOREM 8

In this appendix, we prove Theorem 8, i.e., the equality
conv(C) = LE , using results from matroid theory [34]. We
begin by introducing key concepts from matroid theory that
are relevant to our proof.

Definition 31. [34, Section 1.1] A finite matroid M is a pair
(G,B), where G is a finite set, called the ground set, and B is
a collection of subsets of G, called bases, with the following
properties.

1) B is non-empty.
2) If both B1 and B2 are distinct members of B and x1 ∈
B1 \ B2, then there exists an x2 ∈ B2 \ B1 such that(
B1 \ {x1}

)
∪ {x2} ∈ B.

Based on the definition of M , we make further definitions.
3) Because |B1| = |B2| for all B1,B2 ∈ B, we define the

rank r(M) of the matroid M to be r(M) , |B1| for
arbitrary B1 ∈ B.

4) A set K1 ⊆ G is called an independent set if it is a subset
of one of the bases, i.e., there exists B1 ∈ B such that
K1 ⊆ B1.

5) The collection of subsets of G that consists of all the
independent sets, is called the family of independent sets
and is denoted by K. One can also define M based on
the pair (G,K).

Definition 32. Consider the S-NFG N and the associated set
of edges E as defined in Definition 3. Let M be a matroid with
the ground set given by E . For any base E ′ ⊆ E of M , define

xE′ ,
(
xE′(i, j)

)
(i,j)
∈ X

with

xE′(i, j) ,

{
1 if (i, j) ∈ E ′

0 otherwise
.

The associated matroid polytope is defined to be

P(M) , conv
(
{xE′ | E ′ is a base of M}

)
.

Lemma 33. [22, Corollary 3.4] For any multi-affine and
homogeneous H-stable polynomial h ∈ C[z(1), . . . , z(n)], its
support supp(h) is the set of indicator vectors for the set of
bases of a matroid.

Remark 34. As proven in [22, Theorem 6.6], there exist ma-
troids, e.g., the Fano matroid, such that no H-stable polynomial
has support corresponding to the set of bases of this matroid.

In this paper, when we state that the support of a polynomial
corresponds to the set of bases of a matroid, we mean that this
support is the set of indicator vectors corresponding to the set
of bases of this matroid.
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Definition 35. Consider the bipartite S-NFG N defined in
Definition 3. By Lemma 33 and the definition of the local
functions in Definition 3, we know that the support of each
local function corresponds to the set of bases of a matroid,
which motivates the following definitions.

1) Define Ml to be a matroid with the ground set E and the
set of bases:

Bl ,
{
E ′ ⊆ E

∣∣ xE′(i, :) ∈ Xfl,i , ∀i ∈ I
}
,

where we have used xE′ in Definition 32.
2) Similarly, define Mr to be a matroid with the ground set
E and the set of bases:

Br ,
{
E ′ ⊆ E

∣∣ xE′(:, j) ∈ Xfr,j , ∀j ∈ J
}
.

Note that Bl can be viewed as a direct product of the sets
of bases of the matroids associated with the local functions on
the LHS of N, i.e., the local functions in {fl,i}i∈I . Similarly,
Br is a direct product of the sets of bases of the matroids
associated with the local functions on the RHS of N, i.e., the
local functions in {fr,j}j∈J .

Lemma 36. The matroid polytopes of Ml and Mr, denoted by
P(Ml) and P(Mr), are given by

P(Ml) =
{
βE
∣∣ βE(i, :) ∈ conv(Xfl,i), ∀i ∈ I

}
, (2)

P(Mr) =
{
βE
∣∣ βE(:, j) ∈ conv(Xfr,j ), ∀j ∈ J

}
. (3)

Proof. This follows from the definition of the matroid polytope
in Definition 32 and the definition of the matroids Mr and Ml

in Definition 35. �

Definition 37. Consider Ml and Mr defined in Definition 35.
Define

P(Mr ∩Ml) , conv({xE′ | E ′ ∈ Bl ∩ Br}).

Consider two matroids with the same ground set but different
families of independent sets: M1 = (G,K1) and M2 = (G,K2)
with K1 6= K2. Although the pair (G,K1∩K2) is not a matroid
in general, one can show the following result.

Theorem 38. Consider Ml and Mr defined in Definition 35.
All the vertices in the polytope P(Mr) ∩ P(Ml) are in the set
Bl ∩ Br, i.e.,

P(Ml) ∩ P(Mr) = P(Ml ∩Mr).

Proof. This is a corollary of the results in [23]. For a more
accessible proof, see [35, Corollary 41.12b]. �

Now we prove Theorem 8 using the previously introduced
concepts and results from matroid theory. It holds that

conv(C) (a)
= conv

({
x ∈ X

∣∣∣∣ x(i, :) ∈ Xfl,i , ∀i ∈ I
x(:, j) ∈ Xfr,j , ∀j ∈ J

})
(b)
= conv({xE′ | E ′ ∈ Bl ∩ Br})
(c)
= P(Ml ∩Mr)

(d)
= P(Ml) ∩ P(Mr)

(e)
=

{
βE

∣∣∣∣ βE(i, :) ∈ conv(Xfl,i), ∀i ∈ I
βE(:, j) ∈ conv(Xfr,j ), ∀j ∈ J

}
(f)
= LE ,

• where step (a) follows from the definition of the set of
the valid configurations of N in Definition 3,

• where step (b) follows from the definition of the sets of
bases Bl and Br in Definition 35,

• where step (c) follows from the definition of the polytope
in Definition 37,

• where step (d) follows from Theorem 38,
• where step (e) follows from the expressions for the sets
P(Ml) and P(Mr) in Lemma 36,

• where step (f) follows from the definition of LE in
Definition 6.

APPENDIX C
RELATING THE SUPPORTS OF THE LOCAL FUNCTIONS IN

EXAMPLE 5 TO UNIFORM MATROIDS

Motivated by Lemma 33, in this appendix, we show that the
S-NFG in Example 5 corresponds to uniform matroids. For the
definition of a matroid, see Definition 31.

Definition 39. (Uniform Matroid) [34, Example 1.2.7] Con-
sider an arbitrary integer r ∈ Z≥1 and an arbitrary finite
ground set G such that r ≤ |G|. A uniform matroid of rank
r is defined to be a matroid M = (G,B) such that the set of
bases is

B = {B1 ⊆ G | |B1| = r}.

Notice that for the S-NFG in Example 5, the supports of the
local functions are given by

Xfl,i =
{
x(i, :) ∈ {0, 1}mi

∣∣ wH

(
x(i, :)

)
= ri

}
, i ∈ I,

Xfr,j =
{
x(:, j) ∈ {0, 1}nj

∣∣ wH

(
x(:, j)

)
= cj

}
, j ∈ J .

For each i ∈ I, consider a matroid Mfl,i with the ground set
Ji and the set of bases{

J ′i ⊆ Ji
∣∣ |J ′i | = ri

}
.

Then Mfl,i is a uniform matroid of rank ri, and the set of the
indicator vectors that corresponds to the set of bases of Mfl,i ,
is given by Xfl,i .

Similarly, for each j ∈ J , the set Xfr,j corresponds to the
set of bases of a uniform matroid of rank cj .

APPENDIX D
PROOF OF THEOREM 14

For any βE ∈ LE and i ∈ I, we get

inf
L(i,:)∈Rmi

p̃i
(
βE(i, :),L(i, :)

)
exp(〈βE(i, :),L(i, :)〉)

(a)
= inf
L′(i,:)∈Rmi

>0

∑
x(i,:)∈{0,1}mi

fl,i
(
x(i, :)

)
·
(
L′(i, :) · βE(i, :)

)x(i,:)
(
L′(i, :)

)βE(i,:)
(b)
=
(
βE(i, :)

)βE(i,:) · inf
L′′(i,:)∈Rmi

>0

pi(L
′′(i, :))(

L′′(i, :)
)βE(i,:) , (4)

where step (a) follows from the substitution

L′(i, :) = exp(L(i, :)) ∈ Rmi
>0, L(i, :) ∈ Rmi ,

and where step (b) follows from [15, Lemma 2.12]. Similarly,
for any βE ∈ LE and j ∈ J , we have

inf
R(:,j)∈Rnj

q̃j
(
βE(:, j),R(:, j)

)
exp(〈βE(:, j),R(:, j)〉)

(a)
= inf
R′(:,j)∈R

nj
>0

{
1(

R′(:, j)
)βE(:,j)

·
∑

x(:,j)∈{0,1}mi

fr,j
(
x(:, j)

)
·
(
R′(:, j)

)x(:,j)· (1− βE(:, j))1−x(:,j)}
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ZB(N)
(a)
= max
βE∈LE

(
βE
)βE · (1− βE)1−βE · inf

L′′,R′′∈R|E|>0

(∏
i

pi(L
′′(i, :))

)
·
(∏

j

qj(R
′′(:, j))

)
(
L′′ ·R′′

)βE
(b)
= max
βE∈LE

inf
L,R∈R|E|

(∏
i

p̃i
(
βE(i, :),L(i, :)

))
·
(∏

j

q̃j
(
βE(:, j),R(:, j)

))
exp(〈βE ,L+R〉)

(c)
= Z̃B,d(N). (7)

(b)
=
(
1− βE(:, j)

)−βE(:,j) · inf
R′(:,j)∈R

nj
>0

{
1(

R′(:, j)
)βE(:,j)

·
∑

x(:,j)∈{0,1}mi

fr,j
(
x(:, j)

)
·
(
R′(:, j)

)x(:,j) · (1− βE(:, j))1}

=
(
1− βE(:, j)

)1−βE(:,j) · inf
R′′(:,j)∈R

nj
>0

qj(R
′′(:, j))(

R′′(:, j)
)βE(:,j) , (5)

where step (a) follows from the substitution:

R′(:, j) = exp(R(:, j)) ∈ Rnj

>0, R(:, j) ∈ Rnj ,

and where step (b) follows from [15, Lemma 2.12]. We then
obtain the equalities in (7) at the top of this page, where step
(a) follows from [20, Theorem 3.1], where step (b) follows
from the equalities in (4) and (5), and where step (c) follows
from the definition of Z̃B,d in Definition 13.

APPENDIX E
PROOF OF THEOREM 15

We first present some properties for the polynomials p̃i and
q̃j for each i ∈ I and j ∈ J .

Lemma 40. For any L,R ∈ R|E|, the following two properties
hold.

1) For each i ∈ I, the polynomial p̃i
(
βE(i, :),L(i, :)

)
is a

real stable polynomial with respect to βE(i, :) ∈ Cmi .
2) For each j ∈ J , the polynomial q̃j

(
βE(:, j),R(:, j)

)
is

a real stable polynomial with respect to βE(:, j) ∈ Cnj .

Proof. We prove the second statement first. Fix j ∈ J . By the
definition of N in Definition 3, we know that

qj(βE(:, j)) 6= 0, βE(:, j) ∈ Hnj .

Because the imaginary parts of βE(i, j) and (1 − βE(i, j))−1
have the same sign, we have

qj

((
1− βE(:, j)

)−1)
=
∑
x(:,j)

fr,j
(
x(:, j)

)
·
(
1− βE(:, j)

)−x(:,j)
6= 0, βE(:, j) ∈ Hnj .

Because

exp
(
R(i, j)

)
∈ R>0, i ∈ Ij , βE(:, j) ∈ Hnj ,

1− βE(i, j) 6= 0, i ∈ Ij , βE(:, j) ∈ Hnj ,

by Lemma 27, we have

q̃j
(
βE(:, j),R(:, j)

)
=

(∏
i∈Ij

(
1− βE(i, j)

))
·qj
(

exp
(
R(:, j)

)
·
(
1− βE(:, j)

)−1)
6= 0, βE(:, j) ∈ Hnj ,

which proves the real stability of q̃j with respect to the vector
βE(:, j) ∈ Cmi .

For each i ∈ I, proving that p̃i
(
βE(i, :),L(i, :)

)
is real stable

with respect to βE(i, :) ∈ Cmi for fixed L(i, :) ∈ R|Ji| is
actually easier and thus it is omitted here. �

Lemma 41. For any L,R ∈ R|E|, the following two properties
hold.

1) For each i ∈ I, the function

log
(
p̃i
(
βE(i, :),L(i, :)

))
is a concave function with respect to βE(i, :) ∈ [0, 1]mi .

2) For each j ∈ J , the function

log
(
q̃j
(
βE(:, j),R(:, j)

))
is a concave function with respect to βE(:, j) ∈ [0, 1]nj .

Proof. We prove the second statement first. We consider that
both j ∈ J and R(:, j) ∈ Rmi are fixed. Note that the
polynomial q̃j

(
βE(:, j),R(:, j)

)
is not in the set R≥0[βE(:, j)]

and we cannot simply use Lemma 29 to prove the log-concavity
of this polynomial. By Lemmas 28 and 40, the polynomial

q̃j
(
1− βE(:, j),R(:, j)

)
=
∑
x(:,j)

fr,j
(
x(:, j)

)
· e〈R(:,j),x(:,j)〉 ·

(
βE(:, j)

)1−x(:,j)
is a real stable polynomial with respect to βE(:, j) ∈ Cnj . Also,
we have

fr,j
(
x(:, j)

)
· e〈R(:,j),x(:,j)〉 ∈ R>0, x(:, j) ∈ Xfr,j .

By Lemma 29, we know that

log
(
q̃j
(
1− βE(:, j),R(:, j)

))
is a concave function with respect to βE(:, j) ∈ [0, 1]nj .
Because 1− βE(:, j) is an affine transformation and the com-
position of a concave function and an affine function is a again
a concave function (see, e.g., [30, Section 3]), we know that

log
(
q̃j
(
βE(:, j),R(:, j)

))
is also concave with respect to βE(:, j) ∈ [0, 1]nj as well.

The proof of the concavity of

log
(
p̃i
(
βE(i, :),L(i, :)

))
with respect to βE(i, :) ∈ [0, 1]mi for each i ∈ I is actually
easier and thus it is omitted here. �

Now we prove the statements in Items 1 and 2 in Theorem 15.
• The convexity of F̃B,d with respect to βE ∈ LE for fixed
L,R ∈ R|E| follows from Lemma 41.

• Fix βE ∈ LE . For each i ∈ I, the function

− log
(
p̃i
(
βE(i, :),L(i, :)

))
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is the negative of a “log-sum-exponential” function with
respect to L(i, :) ∈ Rmi , which is a concave function.
Similarly, for each j ∈ J , the function

− log
(
q̃j
(
βE(:, j),R(:, j)

))
is a concave function with respect to R(:, j) ∈ Rnj .
Therefore, the function F̃B,d is a concave function with
respect to L,R ∈ R|E| for fixed βE ∈ LE .

APPENDIX F
PROOF OF COROLLARY 16

The definition of LE in Definition 6 implies that the set LE
is convex. Thus to prove that the minimization problem in (1)
is a convex optimization problem, it is sufficient to prove the
convexity of FB,E for βE ∈ LE .

Following the similar idea in the proof of Theorem 14,
we can use the Lagrangian dual method to get the following
equality:

FB,E(βE) = sup
L,R∈R|E|

F̃B,d

(
βE ,L,R

)
, βE ∈ LE .

By Theorem 15, we know that F̃B,d

(
βE ,L,R

)
is a convex

function with respect to βE ∈ LE for fixed L,R ∈ R|E|. Then
the supremum

sup
L,R∈R|E|

F̃B,d

(
βE ,L,R

)
is again a convex function with respect to βE ∈ LE (see,
e.g., [30, Section 3]). Therefore, FB,E(βE) is a convex function
with respect to βE ∈ LE .

APPENDIX G
PROOF OF THEOREM 22

We prove a lemma first.

Lemma 42. If the inverse likelihood ratios that constitute an
SPA fixed point are all positive-valued, then the collection
of beliefs β evaluated at this SPA fixed point, as defined in
Definition 19, satisfies β ∈ L.

Proof. This follows from the definition of the SPA fixed point
in Definition 19 and the details are omitted here. �

Remark 43. In this appendix, we prove that if an SPA fixed
point consists of positive-valued inverse likelihood ratios only,
then this fixed point corresponds to a stationary point of the
function F̃B,d, which is the objective function in the dual
formulation of the Bethe partition function, as defined in
Definition 13. This is different from the proof in [6, Theorem 2],
where they showed that such an SPA fixed point corresponds to
a stationary point of the Bethe free energy function FB, which
is the objective function in the primal formulation of the Bethe
partition function.

Following Definition 19, given a collection of positive-valued
inverse likelihood ratios (

←
V ,
→
V ) that constitutes an SPA fixed

point, the collection of beliefs defined by

β′ , fSPA,b(
←
V ) (8)

has positive-valued entries only. In the following, we show that
β′ is at the minimum of the Bethe free energy function FB.
By Lemma 42, we know that β′ ∈ L and the collection of
beliefs of the edges β′E satisfies β′E = β′I = β′J , which further

implies β′E ∈ LE and 0 < β′E(i, j) < 1 for (i, j) ∈ E . For each
(i, j) ∈ E , we define

L′(i, j) , log

 ←V (i, j)

β′E(i, j)

, (9)

R′(i, j) , log

(
→
V (i, j) ·

(
1− β′E(i, j)

))
. (10)

Observing the equations of the belief evaluated at the SPA fixed
point in Definition 19, for each (i, j) ∈ E , we get

exp
(
L′(i, j)

)
=

1 +
←
V (i, j) ·

→
V (i, j)

→
V (i, j)

,

exp
(
R′(i, j)

)
=

→
V (i, j)

1 +
←
V (i, j) ·

→
V (i, j)

.

Therefore, combining the property β′ ∈ L with the definition
of L in Definition 6, for each (i, j) ∈ E , we have

∂

∂L(i, j)
F̃B,d =

∂

∂R(i, j)
F̃B,d =

∂

∂βE(i, j)
F̃B,d = 0

for L = L′, R = R′, and β = β′. By the convexity-concavity
of F̃B,d

(
βE ,L,R

)
, as proven Theorem 15, we know that

sup
L,R∈R|E|

F̃B,d(β′E ,L,R) ≤ F̃B,d

(
β′E ,L

′,R′
)

≤ min
βE∈LE

F̃B,d(βE ,L
′,R′). (11)

Therefore, we get

ZB(N)
(a)
= Z̃B,d(N)

(b)
= exp

(
−F̃B,d

(
β′E ,L

′,R′
))

(c)
= exp

(
−FB,#(

←
V ,
→
V )
)

(d)
= exp(−FB(β′)),

• where step (a) follows from Theorem 14,
• where step (b) follows from the definition of Z̃B,d in

Definition 13 and the inequalities in (11),
• where step (c) follows from the expressions for the entries

in L′ and R′ in (9) and (10), the expression in (8), and
the expression of FB,# in Lemma 20,

• where step (d) follows from the expression in (8) and the
definition of FB in Definition 9.

APPENDIX H
PROOF OF THEOREM 23

The main idea of the proof is as follows.
1) We first observe that the SPA update rules with respect to

the inverse likelihood ratios in Lemma 18 can be rewritten
in terms of the partial derivatives of the polynomials pi
and qj .

2) Because both pi and qj are MAHRS polynomials, we
apply [22, Theorem 5.6] to show that the partial deriva-
tives of these polynomials, i.e., the SPA update rules, have
some monotonic properties.

3) Based on these properties, we prove the exponential
convergence of the SPA following similar ideas as in [11,
Appendix G-B].

We first show some monotonic property in the message
update rules.
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0 =
(

1 +
←
V (i, j) ·

→
V (i, j)

)−1
·
(
pi
(←
V (i, :)

))−1
·

( ∑
x(i,:): x(i,j)=0

fl,i
(
x(i, :)

)
·
(←
V (i, :)

)x(i,:))

·

→V (i, j)−

∑
x(i,:): x(i,j)=1

fl,i
(
x(i, :)

)
·

∏
j1∈Ji\{j}

(←
V (i, j1)

)x(i,j1)
∑

x(i,:): x(i,j)=0

fl,i
(
x(i, :)

)
·
(←
V (i, :)

)x(i,:)
. (12)

∂

∂
←
Vt−1(i, j1)

→
Vt(i, j) =

(
pi
(←
V t−1(i, :)

))−2
·

(
pi
(←
V t−1(i, :)

)
· ∂2

∂
←
Vt−1(i, j) ∂

←
Vt−1(i, j1)

pi
(←
V t−1(i, :)

)
− ∂

∂
←
Vt−1(i, j)

pi
(←
V t−1(i, :)

)
· ∂

∂
←
Vt−1(i, j1)

pi
(←
V t−1(i, :)

))∣∣∣∣∣←
Vt−1(i,j)=0

(a)

≤ 0. (13)

Lemma 44. For each i ∈ I, j ∈ J , and t ∈ Z≥1, we rewrite

the SPA update rules in Lemma 18 in terms of pi
(←
V t−1(i, :)

)
and qj

(→
V t(:, j)

)
as follows

→
Vt(i, j) =

∂

∂
←
Vt−1(i, j)

log

(
pi
(←
V t−1(i, :)

))∣∣∣∣∣←
Vt−1(i,j)=0

,

←
Vt(i, j) =

∂

∂
→
Vt(i, j)

log

(
qj
(→
V t(:, j)

))∣∣∣∣∣→
Vt(i,j)=0

.

Proof. This follows from the definitions of pi
(←
V t−1(i, :)

)
and

qj
(→
V t(:, j)

)
in Definition 3 and the SPA update rules in

Lemma 18. �

Remark 45. There is another perspective to understand
Lemma 44 from FB,#. Consider positive-valued inverse like-

lihood ratios (
←
V ′,

→
V ′).

For each (i, j) ∈ E , one of the equations for the stationary
point of FB,# is given in (12) at the top of this page. Let us
focus on expression on the RHS of the equality in (12). We
note that the first three terms are positive-valued for (

←
V ,
→
V ) =

(
←
V ′,

→
V ′). Thus the equality in (12) holds for (

←
V ,
→
V ) = (

←
V ′,

→
V ′)

if and only if the forth term is zero. Similar properties also
hold for other equations for the stationary point of FB,#. After
solving these stationary-point equations, we get the equations

for (
←
V ′,

→
V ′) being at the fixed point for the SPA update rules

in Lemma 18.
Now we consider (

←
V ′,

→
V ′) being at an SPA fixed point. If we

set
←
V (i, j1) =

←
V ′(i, j1), j1 ∈ Ji \ {j},

←
V (i, j) = 0,

then the forth term on the RHS of the equality in (12) still
equals zero, i.e., the equality in (12) still holds. In this case, the

equality in (12) corresponds to the equation for
→
V ′(i, j) being

at the fixed point of the SPA update rules in Lemma 44. Similar
properties also hold for other equations for the stationary point
of FB,#. After solving the stationary-point equations under this
setup, we get the fixed-point equations for the SPA update rules
in Lemma 44.

Lemma 46. For each (i, j) ∈ E such that
→
Vt(i, j) ∈ R>0,

the ratio
→
Vt(i, j) is a non-increasing function with respect to

←
Vt−1(i, j1) ∈ R≥0 for all j1 ∈ Ji\{j}. Similarly, for

←
Vt(i, j) ∈

R>0, the ratio
←
Vt(i, j) is a non-increasing function with respect

to
→
Vt(i1, j) ∈ R≥0 for all i1 ∈ Ij \ {i}.

Proof. The proof of the second statement in the lemma is
similar to the proof of the first statement in the lemma.
Therefore, it is sufficient to prove the the first statement.

Consider an arbitrary j1 ∈ Ji \ {j}. We obtain
→
Vt(i, j)

(a)
=

1

pi
(←
V t−1(i, :)

) · ∂

∂
←
Vt−1(i, j)

pi
(←
V t−1(i, :)

)∣∣∣∣∣∣←
Vt−1(i,j)=0

(b)
> 0, (14)

where step (a) follows from the SPA update rule in Lemma 44,
and where step (b) follows from

→
Vt(i, j) ∈ R>0 as stated in

the lemma statement. By the inequality in (14) and the fact that
for all

←
V t−1(i, :) ∈ Rmi

≥0, the following inequalities hold:

∂

∂
←
Vt−1(i, j)

pi
(←
V t−1(i, :)

)∣∣∣∣∣←
Vt−1(i,j)=0

> 0,

pi
(←
V t−1(i, :)

)∣∣∣∣←
Vt−1(i,j)=0

> 0. (15)

The partial derivative of
→
Vt(i, j) with respect to

←
Vt−1(i, j1) is

given in (13) near the top of this page, where step (a) follows
from the strict inequality in (15), from Theorem 30, and the
fact that pi

(←
V t−1(i, :)

)
is an MAHRS polynomial with respect

to
←
V t−1(i, :), as defined in Definition 3. �

Based on the monotonic proven in Lemma 46, we can use
similar ideas as in [11, Appendix G-B] to prove Theorem 23.
The details are omitted here.
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