Abstract—We study the user association and scheduling problem in multi-cell multi-user multiple-input multiple-output systems with dynamic traffic. Two successive linear beamforming schemes, namely, zero forcing-successive interference cancellation and adaptive orthogonal beamforming, are adopted in the uplink channel and the downlink channel, respectively. The confidence level of signal-to-interference-plus-noise ratio of a random user is analyzed, in order for base stations (BSs) to decide on the maximum number of active users while guaranteeing the worst-case quality of service. We also derive the conditional expected rate of a random user knowing its local channel state information, in order for users to evaluate the performance and select the BS. Noticing that the performance can be divided into different classes, we model the user association and scheduling problem as an auction game. The auction is equipped with a strategy-proof pricing scheme and can be conducted in a distributed fashion with a limited information exchange. Shown by the simulation, the proposed mechanism has the dominant performance in respect of social welfare, throughput, and load balancing.
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I. INTRODUCTION

MUlti-user MIMO has been supported by 4G and wireless local area network (WLAN) standards since LTE release 8, 802.16m and 802.11ac [1], [2]. MU-MIMO is also known as MIMO broadcast channel (BC) in the downlink case and MIMO multiple access channel (MAC) in the uplink case. It is known that dirty paper coding (DPC) achieves the capacity region of MIMO BC [3]. Successive interference cancellation (SIC), first proposed in [4], can be viewed as a reciprocal approach of DPC in MIMO MAC. However, such capacity-achieving schemes have high computational complexity in implementation. Linear precoding and decoding schemes, such as zero-forcing beamforming (ZFBF) [5]–[7] and orthogonal beamforming (OBF) [8], are more practical techniques. In [5], Caire et al. combine ZF with DPC to cancel the non-causally known interference. This scheme is referred to as ZF-DP in [5] and ZF-DPC in [9]. ZF-DPC requires coding with known interference, which is still complicated and does not suit dynamic traffic. A dual scheme named ZF-SIC is adopted in [9] and [10] for MIMO MAC. It applies the ZF decoder stream by stream and removes decoded streams successively as in SIC. In this paper, we adopt ZF-SIC in MIMO MAC, considering its promising performance and adaptability in a dynamic scenario. In MIMO BC, successive design of beamformers is also applicable to OB [11]–[14]. A user’s beamformer can be matched with its channel projected to the null space of all beamformers of the precedent users. As a result, precedent users do not experience interference from later users. This scheme is referred to as adaptive OB (AOBF) in [11] and [14] and this paper; multilayer OB (MOBF) in [12] and successive OB (SOBF) in [13]. AOBF is a practical scheme in the downlink, because successive pre-subtraction of interference is achieved by beamforming rather than coding in ZF-DPC. In addition, AOBF adapts better to a small and varying number of users [13].

ZF-SIC and AOBF share the feature of successive design of decoders or beamformers and yield classified service to users. However, the classified service is not exploited in the corresponding works [9]–[14]. In this paper, we propose a user scheduling mechanism to exploit this feature of ZF-SIC and AOBF from the economic perspective, in the light of the Vickrey-Clarke-Groves (VCG) auction [15]. Auction theory has been widely applied for resource allocation in networks. Early in 1993, [16] has suggested a smart market mechanism to price congestion. Later, [17] proposes a smart pay admission control (SPAC) mechanism to price different classes of QoS. Both mechanisms follow the principle of VCG auction.

In addition to user scheduling, user-BS association plays a crucial role in enhancing the performance as the network becomes dense and heterogeneous in 5G systems [18]–[22]. In [21], the authors studied the energy efficiency problem of joint user association and power allocation in a two-tier heterogeneous network with small cells, and used a continuous and convex relaxation method to maximize the energy efficiency. Ultra-dense network and energy harvesting are considered in [22] and an iterative gradient user association and power allocation algorithm is proposed and shown to converge rapidly to an optimal point. In our work, we employ game theory, instead of optimization tool, to attack the user
association and pricing problem. We also show that this auction method can be conducted in a distributed manner with limited information exchange. In this paper, we consider a multi-cell system and a bidirectional user-BS association problem coupled with the user scheduling problem in each cell. Another problem in 5G systems is more frequent handovers of mobile users due to smaller cell size [23]–[25]. In terms of user-BS association, a handover event can be viewed as a departure event followed by an arrival event. In this paper, we assume that users arrive and depart dynamically, which is also an inherent feature in communication networks. Dynamic traffic renders the user association and scheduling problem more challenging.

The contribution of this paper is stressed below. First, we derive the exact numerical solution to the SINR confidence level of a random user under AOBF. This is a remaining problem in previous works [11]–[14]. Second, we derive the conditional distribution of SINR and conditional expected rate of a random user under ZF-SIC and AOBF, given the user’s local CSI. This is uniquely concerned in our work for users to perform BS selection in multi-cell systems. Finally, we propose an auction-based user association and scheduling mechanism equipped with a strategy-proof pricing scheme. The mechanism is different than the traditional VCG auction in the sense that there is no centralized auctioneer and that all users are accommodated with limited resources. In our previous work [26], the mechanism is demonstrated with ZF-SIC in the uplink. It follows the VCG auction, which may exclude users from the system during heavy traffic due to limited resources. In this paper, we perform a comprehensive analysis of the rate and SINR under both ZF-SIC and AOBF. The mechanism adapts to both schemes with unified expressions of the utility functions and QoS criteria and is improved to accommodate all users.

The rest of the paper is organized as follows. In Section II we introduce the MU-MIMO system model performing ZF-SIC in the uplink and AOBF in the downlink. Section III analyzes a user’s SINR confidence level, both unconditionally and conditioning on local CSI of the user, as well as its conditional expected rate. In Section IV, we give the utility function and QoS criteria, propose the auction-based mechanism for user association and scheduling and prove that it is strategy-proof, individually rational and socially near-optimal. Section V demonstrates the simulation results in a dynamic scenario. Section VI concludes the paper.

II. SYSTEM MODEL

We consider a general multi-cell MU-MIMO system. There are $K$ BSs, indexed by the set $K = \{1, 2, \ldots, K\}$, in the network. The $k$th $(k \in K)$ BS has $M^k$ antennas. Users have a single antenna and arrive and depart dynamically. We assume block Rayleigh fading that the CSI stays unchanged during the packet transmission. Each user is associated with one BS and each BS can serve multiple users. We refer to the users associated with the same BS as a cluster. Different BS-cluster pairs are assumed to transmit on different sets OFDM subcarriers.

Next we illustrate a static status of the concerned multi-cell MU-MIMO OFDM system with dynamic traffic. There are $N$ users, indexed by the set $N = \{1, 2, \ldots, N\}$, in the network. The index set for users in the $k$th cluster is denoted by $N^k$ such that $N^k$ are disjoint for different $k$ and $N = \cup_{k \in K} N^k$. Partitioning $N$ into $N^k$ captures the inter-cell user association problem. For concise reference to the users within the same cluster, we further index the $n$th $(n \in N^k)$ user by $l = \phi^k_n$ where $\phi^k_n$ is an integer-valued function mapping $n \in N^k$ to $l \in L^k = \{1, 2, \ldots, L^k\}$. $L^k = \min(|N^k|, \bar{L}^k)$ represents the number of simultaneously active users in the $k$th cluster. $\bar{L}^k$ is the maximum number of supportable users satisfying a worst-case QoS requirement. If $|N^k| \leq L^k$, $\phi^k_n$ is a bijective mapping between $N^k$ and $L^k$. In the case of $|N^k| > L^k$, the remaining $(|N^k| - L^k)$ users wait in the queue with $l = 1$ as well. Along the timeline, users with $l = 1$ are scheduled in a round-robin manner. $|N^k|$ and $\bar{L}^k$ are referred to as the cluster size and cluster capacity, respectively.

As is to be specified later, the index $l = \phi^k_n$ indicates the order of designing the decoders or beamformers. Assignment of $\phi^k_n$ captures the intra-cell user scheduling problem.

In the rest of this section and next section, we investigate a static status of the MU-MIMO channel of the $k$th BS-cluster pair and omit the superscript $[k]$ in all notations for briefness. For instance, we say that BS has $M$ $(M^k)$ antennas and serves $L$ $(L^k)$ single-antenna users simultaneously. The uplink channel adopts ZF-SIC and the downlink channel adopts AOBF, which is to be discussed separately. We follow the definitions of ZF-SIC in [9] and [10] and AOBF in [11] and [14] and derive the equations using the notations defined in this section.

A. ZF-SIC in the Uplink Channel

In the following analysis, we take the $k$th BS-cluster as an example, noted that the following analysis is applicable for other BS-cluster as well. In the uplink, the $l$th $(l \in L^k)$ user transmits a data stream $x_l(t)$ with $E[x_l(t)x_l^*(t)] = 1$ using power $p_l$. The received signal at the BS is

$$y(t) = \sum_{l \in L^k} \sqrt{p_l} h_l x_l(t) + z(t),$$

where $h_l$ is the CSI vector from user $l$ to all $M$ antennas of the BS. We assume a Rayleigh flat fading channel such that the entries of all $h_l$ are i.i.d. zero-mean unit-variance circularly symmetric complex Gaussian random variables (r.v.s.), $z(t) \sim CN(0, \sigma^2 I_M)$ is the additive white Gaussian noise (AWGN) vector.

To estimate each data stream $x_l(t)$, the BS adopts ZF-SIC by applying a unitary matrix $U_l$ that zero-forces multi-user interference. In addition, the successfully decoded data streams are removed from $y(t)$. Assume the BS decodes the data streams in ascending order of $l$. The interference space for the $l$th data stream can be represented by the $M \times (L - l)$ matrix

$$F_l = [h_{l+1} h_{l+2} \cdots h_L].$$

1A matrix having orthonormal columns is referred to as “unitary matrix” for consistency of notations in this work.
Then the decoding matrix $U_l$ of dimension $M \times d_{U_l}$ satisfies the following conditions:

$$U_l^H F_l = 0,$$  
(3)

$$U_l^H U_l = I_{d_{U_l}}.$$  
(4)

Because $F_l$ is an i.i.d. Gaussian random matrix, it is almost surely full rank \cite{27}, thus has rank $(L - l)$ with probability 1. Therefore, $\text{rank}(U_l) = d_{U_l} = M - L + l$. Now the estimated $l$th data stream is given by

$$\hat{x}_l(t) = U_l^H y(t) = \sqrt{p_l} U_l^H h_l x_l(t) + U_l^H z_l(t).$$  
(5)

With optimal combining, the SINR and rate of the $l$th user are given by

$$\Gamma_l = \frac{p_l}{\sigma^2} \frac{||U_l^H h_l||^2}{||U_l^H h_l||^2},$$  
(6)

$$R_l = \log(1 + \Gamma_l).$$  
(7)

### B. AOBF in the Downlink Channel

In the downlink, the BS multiplexes and transmits $x_l$ ($l \in \mathcal{L}[k]$) with the $M \times 1$ beamforming vector $v_l$ and an equal power $p = \frac{P}{L}$. The received signal at the $l$th user is

$$\tilde{x}_l(t) = \sum_{m \in \mathcal{L}[k]} \sqrt{p_l} \tilde{h}_m^H v_m x_l(t) + \tilde{z}_l(t),$$  
(8)

where $\tilde{h}_m$ is the CSI vector between the BS and the $l$th user in the downlink channel with the same distribution as $h_l$, and $\tilde{z}_l(t)$ is the AWGN with noise power $\sigma^2$.

With AOBF, precedent users will receive better service than later users. We let the beamformers be designed in descending order of $l$. The first designed beamformer $v_L$ is given by

$$v_L = \frac{\tilde{h}_L}{||\tilde{h}_L||}. $$  
(9)

The remaining $v_l$ for $l < L$ are given recursively by the following procedure.

$$W_l = \begin{bmatrix} v_{l+1} & v_{l+2} & \cdots & v_L \end{bmatrix},$$  
(10)

$$v_l = (I - W_l W_l^H) \tilde{h}_l;$$  
(11)

$$v_l = \frac{v_l}{||v_l||}. $$  
(12)

By observing $W_l^H \tilde{v}_l = (I_{d_{W_l}} - W_l W_l^H) W_l^H \tilde{h}_l = 0$, it can be verified recursively that

$$W_l^H W_l = I_{d_{W_l}},$$  
(13)

where $d_{W_l} = L - l$. We can also verify that

$$\tilde{v}_m^H \tilde{h}_l = \tilde{v}_m^H \tilde{v}_l + \tilde{v}_m^H W_l W_l^H \tilde{h}_l = 0, \quad \forall m < l.$$  
(14)

Therefore, the $l$th user will not receive interference from the $m$th user where $m < l$. Equation (8) can be rewritten as

$$\tilde{x}_l(t) = \sqrt{p_l} \tilde{h}_l^H v_l x_l(t) + \sqrt{p_l} \tilde{h}_l^H W_l \tilde{x}_l(t) + \sqrt{p_l} \tilde{z}_l(t),$$  
(15)

where $\tilde{x}_l(t) = [x_{l+1}(t), \ldots, x_L(t)]^T$. Now the SINR of the $l$th user in the downlink channel with AOBF is given by

$$\tilde{\Gamma}_l = \frac{||v_l^H \tilde{h}_l||^2}{||W_l^H \tilde{h}_l||^2 + \sigma^2/p} \frac{||\tilde{h}_l||^2 - (||W_l^H \tilde{h}_l||^2 + \sigma^2/p)}{||W_l^H \tilde{h}_l||^2 + \sigma^2/p}. $$  
(16)

The corresponding rate is expressed as

$$\tilde{R}_l = \log(1 + \tilde{\Gamma}_l).$$  
(17)

It is noticed that the SINR and rate are dependent on $||U_l^H h_l||^2$ with ZF-SIC in the uplink case and $||W_l^H \tilde{h}_l||^2$ with AOBF in the downlink case, where $U_l$ and $W_l$ are both unitary matrices. As will be shown in later sections, the performance analysis of the two schemes can be partially unified and the user association and scheduling mechanism suits both schemes.

### III. PERFORMANCE ANALYSIS

This paper involves the user association problem in a multi-cell system with dynamic traffic. Users have the incentive to evaluate its performance served by different BSs. Under ZF-SIC and AOBF, a user’s performance is dependent on its local CSI as well as the CSI of all precedent users. However, due to the dynamic traffic, the information of precedent users needs to be updated frequently, incurring high computational complexity. Therefore, in the interests of users, we evaluate the performance conditioning on local CSI between users and different BSs in the interests of BSs, the unconditional performance is also analyzed.

We first show the common properties regarding the ZF-SIC beamformers $U_l$ and the AOBF beamformers $W_l$. The distributions of $U_l^H h_l$ and $W_l^H \tilde{h}_l$ are given by $U_l^H h_l \sim \mathcal{CN}(0, I_{d_{U_l}})$ and $W_l^H \tilde{h}_l \sim \mathcal{CN}(0, I_{d_{W_l}})$, because $h_l$ has i.i.d. complex Gaussian entries, entries of $U_l^H h_l$ are also complex Gaussian r.v.s. For any deterministic $U_l$ satisfying $U_l^H U_l = I_{d_{U_l}}$, the mean and covariance matrix of $g_l$ are given by $\mathbb{E} [g_l] = U_l^H \mathbb{E} [h_l] = 0$ and $\mathbb{E} [g_l g_l^H] = U_l^H \mathbb{E} [h_l h_l^H] U_l = I_{d_{U_l}}$. The result holds in general because $U_l$ is determined by $F_l$ and independent of $h_l$. Therefore, $g_l \sim \mathcal{CN}(0, I_{d_{U_l}})$. The distribution of $W_l^H \tilde{h}_l$ is proved exactly the same way.

Proposition 1: $U_l$ and $W_l$ are isotropically random unitary matrices.

**Proof:** Let $F_l' = \Omega^H F_l$ for some independent square unitary matrix $\Omega$. The columns of $F_l'$ are independent and the distribution of each column can be inferred by complex Gaussian distribution as shown in the previous paragraph. Obviously $F_l'$ and $F_l$ have the same i.i.d. complex Gaussian distribution and have the same probability density $f(F_l') = f(F_l')$. For any unitary $U_l$ being a solution to $U_l^H F_l = 0$, $U_l = \Omega U_l$ is a corresponding solution to $U_l^H F_l' = 0$. Because $f(F_l) = f(F_l')$, it follows that $f(U_l) = f(U_l')$. Therefore, $U_l$ is an isotropically random unitary matrix.

The proof of $W_l$ being an isotropically random unitary matrix follows a similar procedure. Let $\tilde{h}_l' = \Omega \tilde{h}_l$ for all $l \in \mathcal{L}$ for some independent square unitary matrix $\Omega$. Let $v_l$ be the unique solution given by (9) to (12) with the channel realization $\tilde{h}_l$, and $v_l'$ be the solution with the $\tilde{h}_l'$ being a solution to $v_l' = \Omega v_l'$.
channel realization $\mathbf{h}'_l$. It can be proved recrusively that $\mathbf{v}'_l = \mathbf{W}_l \mathbf{v}_l$ for all $l \in L$. Accordingly, $\mathbf{W}_l = \mathbf{W} \mathbf{W}_l$. Since $f(\mathbf{h}_{l+1}, \ldots, \mathbf{h}_L) = f(\mathbf{h}_{l+1}', \ldots, \mathbf{h}_L')$, we have $f(W_l) = f(\Omega W_l)$ and finish the proof.

With the goal of evaluating a user’s SINR and rate conditionizing on local CSI, we want to derive the conditional distribution of $\mathbf{U}^H \mathbf{h}$ for a deterministic vector $\mathbf{h}$ and an isotropically random unitary matrix $\mathbf{U}$. We start with Theorem 1 as follows.

**Theorem 1**: $\mathbf{U}^H \mathbf{h}$, where $\mathbf{U} \in \mathbb{C}^{M \times d}$ is an isotropically random unitary matrix and $\mathbf{n} \in \mathbb{C}^M$ is a deterministic unit vector, is a random vector with the following probability density function

$$f(\mathbf{x}) = \frac{1}{\pi^d} \frac{\Gamma(M)}{\Gamma(M - d)} (1 - ||\mathbf{x}||^2)^{d-M-1}, \quad (18)$$

where $\Gamma(\cdot)$ is the Gamma function.

**Proof**: See Appendix A. $\square$

Based on (18), it is not difficult to derive the distribution of $\mathbf{h} = ||\mathbf{x}||^2$ where $\mathbf{h} = \mathbf{U}^H \mathbf{n}$, given by the following corollary.

**Corollary 1**: $\mathbf{h} = ||\mathbf{x}||^2$ is Beta$(d, M - d)$ distributed with the probability density function

$$f_{\mathbf{h}}(x) = \frac{1}{B(d, M - d)} x^{d-1} (1 - x)^{M-d-1}. \quad (19)$$

Theorem 1 suggests that $\mathbf{U}^H \mathbf{h}$ conditioning on $\mathbf{h}_l$ and $\mathbf{W}^H \mathbf{h}_l$ conditioning on $\mathbf{h}_l$ are regardless of the direction but only the norm of $\mathbf{h}_l$ and $\mathbf{h}_l$. Therefore, only the norm instead of the full CSI vector needs to be fed back in the uplink for users to evaluate the performance.

In the following, we derive the unconditional SINR confidence level for BSs to evaluate the worst-case QoS and determine the cluster capacity $L$. More importantly, we derive the conditional SINR confidence level and the conditional expected rate for users to evaluate the performance and select the BS.

### A. Performance of ZF-SIC

With ZF-SIC, the SINR and rate of user $l$ are given by (6) and (7). Since $\mathbf{U}^H \mathbf{h}_l \sim \mathcal{CN}(0, \mathbf{d}_l \mathbf{d}_l^H)$ according to Proposition 1, it is well known that $||\mathbf{U}^H \mathbf{h}_l||^2$ is $\chi^2$-distributed with DoF being $2 \mathbf{d}_l = 2(M - L + l)$. Therefore, the confidence level of $\Gamma_l \geq \gamma_l$ for some SINR target $\gamma_l$ can be calculated as follows.

$$\Pr(\Gamma_l \geq \gamma_l) = 1 - F_{\chi^2}(\frac{\sigma^2}{\sigma^2}; 2(M - L + l))$$

$$= \frac{\Gamma(M - L + l, \frac{\alpha^2}{2\gamma l})}{\Gamma(M - L + l)}, \quad (20)$$

where $F_{\chi^2}(x; k)$ is the cdf of $\chi^2(k)$ distribution, $\Gamma(\cdot)$ is the Gamma function, and $\Gamma(\cdot, \cdot)$ is the upper incomplete Gamma function.

Table I lists a few examples with the SINR target $\gamma_l = 10$ dB and SNR $= p_l / \sigma^2$ varying from 0 to 20 dB. Under ZF-SIC, the first user with index $l = 1$ receives the worst service. The BS can adjust the cluster capacity $L$ as shown to ensure that the worst user has a confidence level >90% to achieve SINR >10 dB.

<table>
<thead>
<tr>
<th>$\gamma_l$</th>
<th>$p_l / \sigma^2$</th>
<th>$M - L + l$</th>
<th>$L$</th>
<th>Confidence level</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>100</td>
<td>1</td>
<td>$M$</td>
<td>&gt;95%</td>
</tr>
<tr>
<td>10</td>
<td>10</td>
<td>2</td>
<td>$M - 1$</td>
<td>&gt;90%</td>
</tr>
<tr>
<td>10</td>
<td>1</td>
<td>5</td>
<td>$M - 4$</td>
<td>&gt;97%</td>
</tr>
</tbody>
</table>

Following Theorem 1 and Corollary 1, the conditional SINR $\Gamma_l$ given $\mathbf{h}_l$ can be expressed in terms of the r.v. $\beta_l \sim Beta(M - L + l, L - l)$.

$$\Gamma_l | \mathbf{h}_l = \frac{p_l}{\sigma^2} ||\mathbf{h}_l||^2 \beta_l. \quad (21)$$

The conditional confidence level for the SINR threshold $\gamma_l$ is

$$\Pr(\Gamma_l \geq \gamma_l | \mathbf{h}_l) = 1 - F_{\beta_l}(\frac{\sigma^2 \gamma_l}{p_l ||\mathbf{h}_l||^2})$$

$$= 1 - I_{\gamma_l ||\mathbf{h}_l||^2}(M - L + l, L - l), \quad (22)$$

where $F_{\beta_l}(x)$ is the cdf of $\beta_l$ and can be represented by the regularized incomplete beta function $I_{\beta_l}(\cdot, \cdot)$. Accordingly, the conditional expected rate is

$$\mathbb{E}[R_l | \mathbf{h}_l] = \int_0^1 \log (1 + \frac{p_l}{\sigma^2} ||\mathbf{h}_l||^2 x) f_{\beta_l}(x) dx, \quad (23)$$

where $f_{\beta_l}(x)$ is the pdf of $\beta_l$. (23) can be calculated numerically. However, it is difficult to derive a closed-form expression. Instead, we can approximate $R_l$ by log $(\Gamma_l)$. This approximation becomes accurate at high SNR. Based on the geometric mean of beta distribution, we have

$$\mathbb{E}[R_l | \mathbf{h}_l]$$

$$\approx \log \left(\frac{p_l}{\sigma^2}\right) + \log \left(||\mathbf{h}_l||^2\right) + \psi(M - L + l) - \psi(M), \quad (24)$$

where $\psi(\cdot)$ is the digamma function. It is clear that the conditional expected rate is determined by the transmit SNR of the user, the strength of the channel, the order of decoding and the antenna number of the BS.

### B. Performance of AOBF

With AOBF, the SINR and rate of user $l$ are given by (16) and (17). Shown by the literature [12]–[14], it is hard to derive exact and closed-form expression of the CDF of the SINR for a random user. Reference [12] and [13] apply the concepts of orthogonal efficiency and orthogonal deficiency to approximate the distribution of SINR. Reference [14] applies order statistics and analyzes the performance of the first three users. It turns out that a unified and computationally friendly numerical solution to the confidence level, or cdf, of the SINR for a random user can be derived with the help of Theorem 1 and Corollary 1.

According to Theorem 1 and Corollary 1, $||\mathbf{W}^H \mathbf{h}_l||^2$ can be written as $\beta_l ||\mathbf{h}_l||^2$, where $\beta_l \sim Beta(L - l, M - L + l)$ and $||\mathbf{h}_l||^2 \sim \chi^2(2M)$ are two independent r.v.s. Therefore, $\Gamma_l \geq \gamma_l$ for some SINR target $\gamma_l$ can be equivalently expressed in terms of an auxiliary r.v. $X_l$ as following

$$X_l = (1 + \gamma_l) \frac{\sum_{i=1}^l \alpha^2}{p_l} \frac{1}{||\mathbf{h}_l||^2} \leq 1, \quad (25)$$
where $X_i$ is the weighted sum of two independent r.v.s $\frac{1}{\sqrt{\beta_i}}$ and $\frac{1}{||h_i||^2} \sim \text{inv-}\chi^2(2M)$. The pdf of $X_i$ is the convolution of the pdfs of the scaled beta r.v. and the scaled inv-\chi^2 r.v., written as

$$f_{X_i}(x) = \left[ \frac{1}{1 + \frac{x}{\gamma_i}} \right] f_{\beta_i} \left( \frac{x}{1 + \frac{x}{\gamma_i}} \right) \ast \left[ \frac{p}{\sigma^2 \gamma_i} f_{||h_i||^2} \left( \frac{p}{\sigma^2 \gamma_i} x \right) \right]. \quad (26)$$

The characteristic functions of beta distribution and inv-\chi^2 distribution are well known. Then $X_i$ can be described by its characteristic function given by

$$\phi_{X_i}(t) = \phi_{\beta_i} \left( (1 + \frac{\gamma_i}{\gamma_i})t \right) \phi_{||h_i||^2} \left( \frac{\sigma^2 \gamma_i}{p} t \right) = 1F_1 \left( L - l; M; (1 + \frac{\gamma_i}{\gamma_i})t \right) \times \frac{2}{\Gamma(M)} \left( -\frac{\sigma^2 \gamma_i}{2p} t \right) H_{\gamma_i} \left( -\frac{2\sigma^2 \gamma_i}{p} t \right), \quad (27)$$

where $_1F_1(\cdot;\cdot)\cdot$ is the confluent hypergeometric function of the first kind and $K_{\gamma_i}()$ is the modified Bessel function of the second kind. Now the SINR confidence level for the threshold $\frac{\gamma_i}{\gamma_i}$ can be computed using the Gil-Pelaez Theorem [28]

$$\Pr(\Gamma_i \geq \frac{\gamma_i}{\gamma_i}) = \Pr(X_i \leq 1) = \frac{1}{2} - \frac{1}{\pi} \int_0^\infty \Im \left[ e^{-jt\phi_{X_i}(t)} \right] dt. \quad (28)$$

Equation (28) can be applied to any user $l$ and is more accurate and computationally friendly, compared with the existing methods which are either approximations or entail multiple integrals. Moreover, $\Im \left[ e^{-jt\phi_{X_i}(t)} \right] / t = 0$ as $t \to \infty$ [29, Lemma 1], so the function can be considered to have finite support in computation.

In the case of large $M$, the law of large numbers can be used to approximate $||h_i||^2$, the sum of $2M$ i.i.d. $\chi^2(1)$ r.v.s, by the value $2M$. This result is also implied by the pdf of inv-\chi^2$(2M)$ for a large $M$, which appears to be a much narrower impulse located around $\frac{1}{2M}$, compared with the pdf of $Beta(L - l, M - L + l)$. Therefore, in (25), the inv-\chi^2 r.v. can be taken as a constant $\frac{1}{2M}$ during the convolution. Moreover, by comparing the scaling factors of the beta r.v. and the inv-\chi^2 r.v., we see that the narrow-impulse effect is more evident at high SNR. Now the SINR in a large-scale (LS) MIMO system can be approximated by $\Gamma_{i}^{LS} = \frac{1 - \frac{1}{\beta_i}}{\beta_i + \sigma^2/(p \cdot 2M)}$ and the corresponding confidence level is

$$\Pr(\Gamma_{i}^{LS} \geq \frac{\gamma_i}{\gamma_i}) = \Pr \left( \frac{1 - \frac{1}{\beta_i}}{\beta_i + \sigma^2/(p \cdot 2M)} \leq \frac{1 - \frac{\sigma^2}{p} \cdot \frac{1}{||h_i||^2} \cdot \frac{1}{2M}}{1 + \frac{1}{\gamma_i}} \right) = I_1 \left( \frac{\sigma^2}{p} \cdot \frac{1}{||h_i||^2} \cdot \frac{1}{2M} (L - l, M - L + l) \right). \quad (29)$$

It can be computed using MATLAB functions integral(), hypergeom() and besselk().

In addition, at asymptotically high SNR, we can approximate the SINR by $\Gamma_{i}^{high} = \frac{1}{\beta_i}$ and further simplify (29) to

$$\Pr(\Gamma_{i}^{high} \geq \frac{\gamma_i}{\gamma_i}) = I_1 \left( \frac{1}{\gamma_i} \cdot \frac{1}{||h_i||^2} (L - l, M - L + l) \right). \quad (30)$$

Table II lists the confidence level of the worst user, i.e., $l = 1$, calculated by (28) and (29) with different parameters. The first three rows aim to show the accuracy of the approximation (29). With SNR = 1, the error is acceptable at moderate $M$. As explained before, to achieve the same accuracy, $M$ can be further decreased as SNR increases.

Table II: Confidence level of $\Gamma_i \geq \gamma_i$

<table>
<thead>
<tr>
<th>$\gamma_i$</th>
<th>$p/\sigma^2$</th>
<th>$M$</th>
<th>$L$</th>
<th>$\text{Eq.}(28)$</th>
<th>$\text{Eq.}(29)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>3</td>
<td>2</td>
<td>60.65%</td>
<td>65.97%</td>
</tr>
<tr>
<td>12</td>
<td>6</td>
<td></td>
<td></td>
<td>67.19%</td>
<td>67.67%</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>&gt; 60%</td>
<td>1</td>
</tr>
<tr>
<td>10</td>
<td>1</td>
<td></td>
<td></td>
<td>&gt; 95%</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>3L</td>
<td>2 ≤ $L$ ≤ 6</td>
<td>&gt; 94%</td>
<td>&gt; 96%</td>
</tr>
<tr>
<td>10</td>
<td>10</td>
<td>16L</td>
<td>2 ≤ $L$ ≤ 6</td>
<td>&gt; 93%</td>
<td>&gt; 96%</td>
</tr>
</tbody>
</table>

Table II shows that the performance of the best user is noise-limited and can be improved by raising SNR. However, starting from the second best user, the performance is interference-limited, which is dominated by the number of antennas $M$ rather than SNR.

Next, we give the confidence level of the conditional SINR given $h_i$, as well as the conditional expected rate as below

$$\Pr(\Gamma_i \geq \frac{\gamma_i}{\gamma_i} | h_i) = I_1 \left( \frac{1}{\gamma_i} \cdot \frac{1}{||h_i||^2} (L - l, M - L + l) \right), \quad (31)$$

$$\mathbb{E} \left[ \frac{R_i}{h_i} \right] = \log \left( 1 + \frac{\sigma^2}{p \cdot ||h_i||^2} \right) - \int_0^1 \log \left( x + \frac{\sigma^2}{p \cdot ||h_i||^2} \right) f_{\beta_i}(x) dx. \quad (32)$$

As discussed in the previous subsection, the conditional expected rate requires numerical computation. For further analysis, we adopt its high SNR approximation given by

$$\mathbb{E} \left[ \frac{R_i}{h_i} \right] \approx \mathbb{E} \left[ -\log(\frac{1}{\beta_i}) \right] = \psi(M) - \psi(L - l). \quad (33)$$

(33) implies that at sufficiently high SNR, the expected rate under AOBF is regardless of the transmit power and the channel strength because it is limited by interference. For the best user who experiences no interference, the approximation will be infinity. In fact, the best user can obtain its exact rate easily by knowing its own CSI vector norm and transmit SNR. Because approximating a sufficiently high rate by infinity will not affect
what follows in this paper, (33) is formally adopted as a unified characterization of the conditional expected rate for all users. From the above results, we see that all other things being equal, the conditional expected rate and the SINR confidence level under both ZF-SIC and AOBF increases with \( l \). Under ZF-SIC, larger \( l \) indicates larger diversity gain in the effective interference-free channel. Under AOBF, larger \( l \) indicates less interference. Therefore, \( l \) can be used to represent the class of service within the cluster. Users urge for higher classes of service. This observation inspires us to design a user association and scheduling mechanism based on the concept of auction in next section.

IV. AUCTION-BASED USER ASSOCIATION AND SCHEDULING

In this section, we resume the BS index \([k]\) on the superscript and replace the class of service \( l \) by the mapping function \( \phi_n[k] \). We first specify the utility function and QoS criteria according to the performance analysis in the previous section, then propose an auction-based user association and scheduling mechanism adapting to both ZF-SIC and AOBF, and finally discuss the economic properties of the mechanism.

A. Utility Function and QoS Criteria

It is reasonable to assume that the utility of a user depends on its rate in communication systems. Due to dynamic traffic concerned in this paper, the conditional expected rate is a suitable metric. We use a unified notation \( r_n^{[k]} \) to represent the conditional expected rate of user \( n \) admitted into cluster \( k \), according to (24) with ZF-SIC in the uplink and (33) with AOBF in the downlink. When user \( n \) is active, the conditional expected rate is given by

\[
r_n^{[k]} = \eta_n^{[k]} + \rho_{\phi_n^{[k]}},
\]

where \( \eta_n^{[k]} \) captures the terms regardless of \( \phi_n^{[k]} \):

\[
\eta_n^{[k]} = \begin{cases} 
\log \left( \frac{\alpha_d}{\sigma^2} \right) + \log \left( \left| \mathbf{h}_n^{[k]} \right| \right)^2 - \psi(M^{[k]}), & \text{ZF-SIC} \\
\psi(M^{[k]}), & \text{AOBF}
\end{cases}
\]

and \( \rho_{\phi_n^{[k]}} \) is the part that increases with \( \phi_n^{[k]} \):

\[
\rho_{\phi_n^{[k]}} = \begin{cases} 
\psi(M^{[k]} - L^{[k]} + \phi_n^{[k]}), & \text{ZF-SIC} \\
-\psi(L^{[k]} - \phi_n^{[k]}), & \text{AOBF}
\end{cases}
\]

Recall that users with \( \phi_n^{[k]} = 1 \) share the channel via TDMA. The resulted rate is averaged over time. Therefore, \( r_n^{[k]} \) can be expressed as

\[
r_n^{[k]} = \frac{1}{2^{N + |\mathcal{K} - n|} + \mathbf{r}_n^{[k]}}, \quad \phi_n^{[k]} = 1 \leq \phi_n^{[k]} \leq L^{[k]}.
\]

It is clear that the conditional expected rate \( r_n^{[k]} \) increases with the class of service \( \phi_n^{[k]} \).

Now we can assume that the utility of a user \( n \) is a function of its conditional expected rate \( r_n^{[k]} \), its valuation of the rate \( \theta_n \) and the price it pays \( \pi_{\phi_n^{[k]}} \), which takes the following form

\[
u_n^{[k]} = \theta_n r_n^{[k]} - \pi_{\phi_n^{[k]}}, \quad (38)
\]

In support of the expected rate, a suitable measure of QoS is the outage probability for a given threshold rate, which can be easily converted to the SINR confidence level. We assume user \( n \) has a QoS requirement given by

\[
\Pr \left( \tilde{r}_n^{[k]} \geq \gamma_n \left| \mathbf{h}_n^{[k]} \right| \right) \geq \zeta_n, \quad (39)
\]

where \( \tilde{r}_n^{[k]} \) and \( \mathbf{h}_n^{[k]} \) are unified representations of the SINR and CSI vector of user \( n \) accepted into cluster \( k \) in either uplink or downlink. The left side of (39) can be calculated by (22) under ZF-SIC or (31) under AOBF. For given \( M^{[k]} \), \( L^{[k]} \) and transmit SNR, (39) can be further converted to a minimum class requirement as follows

\[
\phi_n^{[k]} \geq \tilde{r}_n^{[k]}, \quad \forall k \in \mathcal{K}. \quad (40)
\]

For BS \( k \) seeing a dynamic traffic, the unconditional SINR confidence level can be adopted to guarantee the worst-case QoS. To be specific, the SINR confidence level of the user in service class 1 should be larger than some threshold:

\[
\Pr \left( \tilde{r}_1^{[k]} \geq \gamma_1 \right) \geq \zeta_1. \quad (41)
\]

The left side of (41) can be calculated by (20) under ZF-SIC and (28) under AOBF. For given \( M^{[k]} \) and transmit SNR, (41) can be converted to a cluster capacity requirement as follows

\[
L^{[k]} \leq \tilde{L}^{[k]}. \quad (42)
\]

For example, with ZF-SIC in the uplink, letting \( \tilde{L}^{[k]} = M^{[k]} \) guarantees >95\% confidence for the worst-case SINR to exceed 10 dB at transmit SNR = 20 dB. With AOBF in the downlink, letting \( L^{[k]} = 8 \) guarantees >80\% confidence for the worst-case SINR to exceed 10 dB given \( M^{[k]} = 100 \) and total transmit SNR = 20 dB. These parameters are also adopted in simulation in Section V.

B. Auction-Based Mechanism and Pricing Scheme

The goal of user \( n \) is to select the BS that maximizes its utility. In mathematical terms, it solves the following problem:

\[
(P1) \max_{k \in \mathcal{K}} u_n^{[k]},
\]

where \( u_n^{[k]} \) is given by (38). (P1) is formulated without additional QoS requirement. We consider (P1) because it can be shown that the utility is always positive (the proof is in Proposition 3 of Section IV.C) so that the user always has incentive to select one BS. To relieve users’ concern about QoS, we assume that BSs set the cluster capacity \( \tilde{L}^{[k]} \) to guarantee an acceptable worst-case QoS.

Another rational assumption is that BSs’ joint goal is to maximize the social welfare \( \sum_{k \in \mathcal{K}} \sum_{n \in \mathcal{N}^{[k]}} \theta_n r_n^{[k]} \). A serious concern in achieving this goal is accommodation of all users with limited resource. The classic VCG auction is a
well-known approach for socially optimal resource allocation. However, in the VCG auction, the resource is limited so that users with lowest bids may get nothing, which leads to the admission and outage control problem in our scenario. In the SPAC mechanism in [17], the resource in the lowest QoS level is unlimited so that all remaining users can be accommodated without affecting the QoS, which may not be practical in genuine communication systems. A second concern is the computational complexity. The VCG auction and the SPAC mechanism in [17] require all K BSs to make joint decisions. In addition, arrival or departure of a user may cause re-association and re-scheduling of all underlying users in lower classes.

To address the first concern, we divide the users into two categories:

1) paying users with the \((L[k]-1)\) highest bids, assigned with class \(\phi_n^{[k]} \geq 1\) and price \(\pi_{\phi_n^{[k]}} > 0\).

2) free users with the \((\bar{N}[k] - L[k] + 1)\) lowest bids, assigned with class \(\phi_n^{[k]} = 1\) and \(\pi_1 = 0\).

The social welfare maximization problem is relaxed to maximization of all paying users’ welfare, formulated as follows

\[
\text{(P2)} \quad \max_{\phi_n^{[k]} \geq 1, \; \forall n,k} \sum_{k \in K, n: \phi_n^{[k]} > 1} \theta_n r_n^{[k]} \\
\text{s.t.} \bar{L}[k] \leq \bar{L}[k], \quad \forall k \in K,
\]

where \(b_n\) denotes the declared valuation of user \(n\). The solution to (P3) is obvious. Since \(r_n^{[k]}\) increases with \(\phi_n^{[k]}\), BS \(k\) assigns higher class \(\phi_n^{[k]}\) to user \(n\) with higher bid \(b_n\).

Notice that (P3) uses the declared valuation \(b_n\) instead of the true valuation \(\theta_n\). The remaining problem is to design a strategy-proof pricing scheme, given by

\[
\pi_{\phi_n^{[k]}} = \begin{cases} 
0, & \phi_n^{[k]} = 0 \\
(r_n^{[k]}(2) - r_n^{[k]}(1))b_1, & \phi_n^{[k]} = 1 \\
\phi_n^{[k]} \cdot \pi_{\phi_n^{[k]}-1} + (\phi_n^{[k]} - \phi_n^{[k]}-1) \bar{b}_{\phi_n^{[k]}-1}, & 2 < \phi_n^{[k]} \leq \bar{L}[k],
\end{cases}
\]

where \(\bar{b}_l\) is a brief representation of the highest bid among user(s) in class \(l\), i.e., \(\bar{b}_l = \max_{n: \phi_n^{[k]} = l} \{b_n\}\). \(\bar{b}_{l-1}\) belongs to the user in class \(l - 1\) if user \(n\) is admitted into a class \(\phi_n^{[k]} \geq l\), but class \(l\) if user \(n\) is not admitted. \(r_n^{[k]}(l)\) is a brief representation of \(r_n^{[k]}\) when \(\phi_n^{[k]} = l\).

The interpretation of (43) is to charge a user for the implicit cost of scheduling it as a paying user instead of a free user. Admitting user \(n\) as a free user has no additional cost, so \(\pi_1 = 0\). To see the effect of admitting user \(n\) as a paying user, we denote the bidding profile of users in cluster \(k\) by \(b\) and the bidding profile without \(b_n\) by \(b_{-n}\). The optimal class assignment depends on the bidding profile and can be written as \(\phi_n^{[k]}(b)\). We first examine the explicit effect on the declared welfare of all current users in cluster \(k\) by admitting user \(n\) as a paying user:

\[
\Delta W^{[k]}(b) = \sum_{m \neq n} b_m r_n^{[k]}(\phi_m^{[k]}(b_{-n})) - \sum_{m \neq n} b_m r_n^{[k]}(\phi_m^{[k]}(b)) \\
\phi_n^{[k]}(b) = \sum_{q=3}^{\bar{L}[k]} (\rho_q - \rho_{q-1}) \bar{b}_{q-1} + (r_n^{[k]}(2) - r_n^{[k]}(1)) \bar{b}_1 + \Delta w_1^{[k]}.
\]

(44)

where \(\Delta w_1^{[k]}\) denotes the inevitable effect on the free users’ welfare due to admission of one more user, which is not counted in the cost of scheduling user \(n\) as a paying user. \(x\) is the index of the user in class 2 if user \(n\) is not admitted. \((r_n^{[k]}(2) - r_n^{[k]}(1)) \bar{b}_1\) is the explicit effect on user \(x\).

However, user \(n\) has no reason to remedy this explicit effect, which depends on the local transmit power and channel strength of user \(x\) in the uplink case. Instead, this part of implicit resource occupied by user \(n\) should be \((r_n^{[k]}(2) - r_n^{[k]}(1)) \bar{b}_1\). The implicit effect on all users in cluster \(k\) is denoted by

\[
\Delta W^{[k]} = \sum_{q=3}^{\bar{L}[k]} (\rho_q - \rho_{q-1}) \bar{b}_{q-1} + (r_n^{[k]}(2) - r_n^{[k]}(1)) \bar{b}_1 + \Delta w_1^{[k]}.
\]

(45)

Therefore, \(\pi_{\phi_n^{[k]}}(b) = \Delta W^{[k]} - \Delta w_1^{[k]}\) can be interpreted as the implicit cost of scheduling user \(n\) as a paying user. In fact, in the downlink case where \((r_n^{[k]}(2) - r_n^{[k]}(1))\) does not depend on local parameters of user \(x\), the explicit effect is equal to the implicit effect, i.e., \(\Delta W^{[k]} = \Delta W^{[k]}\).

A direct consequence of the pricing scheme is that after admitting a new paying user, the declared utilities of paying users remain unchanged, because the change in price offsets the change in welfare

\[
\pi_l - \pi_{l-1} = (r_n^{[k]}(l) - r_n^{[k]}(l-1)) \bar{b}_{l-1}, \quad 2 \leq l \leq \phi_n^{[k]},
\]

(46)

where \(\bar{b}_{l-1}\) is defined after (43). User \(n\) receives rate \(r_n^{[k]}(l)\) and rate \(r_n^{[k]}(l - 1)\) before and after the BS admitting the new paying user, respectively.

Now we can list the steps of the auction-based user association and scheduling mechanism as follows.

It can be seen that the proposed mechanism requires limited information exchange in steps 2 and 6. The full CSI vector for beamformer design is only needed at the designated BS after the user-BS association is established. The computational complexity of the proposed algorithm comes from the BS side and the user side. For the BS side, the complexity is mainly from computing the temporary price by equation (43) whose complexity is linear with the number of users. So the complexity of BS side is \(O(KN)\), where \(K\) is the number of BS and \(N\) is the number of users. For the user side, the complexity is mainly from solving the problem (P1) whose
User Association and Scheduling Mechanism

1 if user $n$ arrives then
2 User $n$ reveals its bid $b_n$ to all $K$ BSs;
3 for $k = 1$ to $K$ do
4 BS $k$ assigns the temporary class $\phi_n^{[k]}$ in ascending order of all bids $b_m$, $\forall m \in \mathcal{N}^{[k]}$;
5 BS $k$ sets the temporary price $\pi_{\phi_n^{[k]}}$ by (43);
6 BS $k$ feeds back $||h_n^{[k]}||^2$ (only in the uplink case), $M_n^{[k]}$, $L_n^{[k]}$, the class $\phi_n^{[k]}$ and the price $\pi_{\phi_n^{[k]}}$ to the user.
7 end
8 User $n$ selects a BS $k_n^*$ by solving (P1);
9 BS $k_n^*$ admits user $n$, sets classes and prices as in steps 4 and 5 for all user $m \in \mathcal{N}^{[k_n^*]}$ with $b_m \leq b_n$;
10 end
11 if user $n$ departs then
12 BS $k_n^*$ assigns classes in ascending order of $b_n$ and sets prices by (43), for all user $m \in \mathcal{N}^{[k_n^*]}$ with $b_m < b_n$;
13 end

complexity is linear with the number of BS, thus the overall user side complexity is also $O(KN)$. Therefore, the proposed algorithm has low complexity thus is feasible for practical system.

C. Discussion on Economic Properties

The proposed mechanism inherits the VCG auction. The main differences are clarified as follows: 1) our mechanism accommodates all users with limited resources; 2) the pricing scheme is based on the implicit cost of admitting a paying user instead of the explicit cost; 3) our mechanism is conducted in a multi-cell system and in a distributed manner subject to the no-regret association policy. Therefore, it is worth further discussion on some crucial economic properties, e.g., truthfulness, individual rationality and social optimality, declared as follows.

Proposition 2: User $n$ will reveal its bid $b_n$ truthfully to maximize its utility.

Proof: Assume without loss of generality that user $n$ is admitted into cluster $k$. We first consider the case that user $n$ is scheduled as a paying user. We express the utility as a function of the bidding profile and suppose to the contrary that there exists a $b_n \neq \theta_n$ such that

$$u_n^{[k]}(b_n, b_{-n}) > u_n^{[k]}(\theta_n, b_{-n}).$$

(47)

According to (44) and (45),

$$\pi_{\phi_n^{[k]}}(b_n, b_{-n}) = \sum_{m \neq n} b_mr_n^{[k]}(\phi_n^{[k]}(b_{-n}))$$

$$- \sum_{m \neq n} b_mr_n^{[k]}(\phi_n^{[k]}(b_n, b_{-n})) + (r_n^{[k]}(2) - r_n^{[k]}(1))\bar{b}_1$$

$$- (r_n^{[k]}(2) - r_n^{[k]}(1))\bar{b}_1 - \Delta w_1^{[k]}.$$ (48)

Except for the second term, all other terms are regardless of the bid $b_n$. Substitute (48) into the utility given by (38) and cancel the same terms, (47) is equivalent to

$$\theta_n r_n^{[k]}(\phi_n^{[k]}(b_n, b_{-n}))$$

$$+ \sum_{m \neq n} b_mr_n^{[k]}(\phi_n^{[k]}(b_n, b_{-n}))$$

$$> \theta_n r_n^{[k]}(\phi_n^{[k]}(\theta_n, b_{-n})) + \sum_{m \neq n} b_mr_n^{[k]}(\phi_n^{[k]}(\theta_n, b_{-n})),$$

(49)

where $\phi_n^{[k]}(b_n, b_{-n})$ is based on optimal solution to (P3) for the bidding profile $(b_n, b_{-n})$. For the bidding profile $(\theta_n, b_{-n})$, it is an arbitrary solution. (49) suggests that the arbitrary solution yields a larger value in (P3) than the optimal solution $\phi_n^{[k]}(\theta_n, b_{-n})$, which is a contradiction.

Next we show that a paying user has no incentive to understate its bid for being a free user. Assume that when user $n$ reveals its bid truthfully, it gets class $l \geq 2$ and $b_{l-1}$ is the highest bid among user(s) in class $l-1$. It follows that $\theta_n \geq b_{q-1}$ for $2 < q \leq l$. According to (46), the price paid by user $n$ is

$$\pi_l = \sum_{q=2}^{l} (r_n^{[k]}(q) - r_n^{[k]}(q-1))\bar{b}_{q-1} < (r_n^{[k]}(l) - r_n^{[k]}(1))\bar{b}_l.$$ (50)

Therefore, $u_n^{[k]}(\theta_n, b_{-n}) = \theta_n r_n^{[k]}(l) - \pi_l$ is greater than $\theta_n r_n^{[k]}(1) = u_n^{[k]}(b_n, b_{-n})$.

Similarly, a free user $n$ has no incentive to overstate its bid. In this case, assume that when user $n$ is overrating, it gets class $l \geq 2$ and $b_{l-1}$ is the highest bid among user(s) in class $l-1$. It follows that $\theta_n < b_{q-1}$ for $2 < q \leq l$. When user $n$ is overrating, the price is $\pi_l = \sum_{q=2}^{l} (r_n^{[k]}(q) - r_n^{[k]}(q-1))\bar{b}_{q-1} > (r_n^{[k]}(l) - r_n^{[k]}(1))\bar{b}_l$. Therefore, $u_n^{[k]}(\theta_n, b_{-n}) = \theta_n r_n^{[k]}(1) > \theta_n r_n^{[k]}(l) - \pi_l = u_n^{[k]}(b_n, b_{-n})$.

Proposition 3: The auction is individual rational at sufficiently high SNR.

Proof: Individual rationality means that each user gets a non-negative utility and therefore has the incentive to participate in the auction. The condition of sufficiently high SNR is to ensure that the approximation of the rate under ZF-SIC is non-negative, which is trivially satisfied in reality.

First, a free user $n$ pays zero price and gets a rate $r_n^{[k]}(1) > 0$. Therefore, its utility $u_n^{[k]} = \theta_n r_n^{[k]}(1) > 0$. For a paying user $n$ in class $l \geq 2$, the utility $u_n^{[k]} = \theta_n r_n^{[k]}(l) - \pi_l$. Substitute (50) into $\pi_l$ we obtain

$$u_n^{[k]} = \theta_n r_n^{[k]}(l) - \sum_{q=2}^{l} (r_n^{[k]}(q) - r_n^{[k]}(q-1))\bar{b}_{q-1}.$$ (51)

According to the inequality in (50), we obtain the r.h.s. of (50) is $\theta_n r_n^{[k]}(l) - \sum_{q=2}^{l} (r_n^{[k]}(q) - r_n^{[k]}(q-1))\bar{b}_{q-1} > \theta_n r_n^{[k]}(1)$. Because $\theta_n r_n^{[k]}(1)$ is always positive as defined in (38), so $u_n^{[k]} > 0$.

Proposition 4: The mechanism is socially near-optimal.
Proof: The mechanism is implemented in a distributed manner at each BS and each user. At BS side, (P3) maximizes the true social welfare of paying users within each cluster, because users reveal the bids truthfully. At user side, solving (P1) is equivalent to maximizing the implicit gain in social welfare of all paying users. According to (45), \( \pi_n = \Delta W_n - \Delta w_n \) is the implicit effect on all other paying users due to admission of a paying user \( n \). Therefore, the utility \( w_n = \pi_n r_n - \pi_n \) in (P1) is the implicit gain in social welfare of all paying users in all clusters. If the explicit gain \( \theta_n r_n - (\Delta W_n - \Delta w_n) \) is maximized in (P1), the solution given by (P1) and (P3) coincides with the optimal solution to (P2) subject to the no-regret policy. The error term between the explicit gain and implicit gain is \( \epsilon = \Delta W_n - \Delta w_n \). In the downlink case, the error term \( \epsilon = 0 \). Therefore, the proposed mechanism is socially near-optimal in the sense that it maximizes the social welfare of paying users subject to the no-regret association policy with an error term \( \epsilon = \Delta W_n - \Delta w_n \). □

Notice that the welfare is a scaled measure of the rate. The price is a penalty term that represents the harm on the welfare of other users. The mechanism can be viewed as a decentralized algorithm besides the economic interpretation. BSs feed back the penalty as if the user was admitted. The user chooses the BS that maximizes its welfare adjusted by the penalty, which also maximizes the net gain in welfare in the whole system.

V. SIMULATION RESULTS

We model the dynamic traffic as an M/M/1 queue. Users arrive as a Poisson process at rate \( \lambda \) and stay in the system for an exponentially distributed time with parameter \( \mu \). All users’ valuation \( \theta_n \) is uniformly distributed on \([0, 2] \). We start with an empty system and monitor the system for \( Q \) consecutive users, or equivalently saying, along with \( 2Q \) arrival and departure events in the long term.

Two comparison schemes, RSS-based selection and the greedy selection (GS), are provided as benchmarks. With RSS-based selection, user \( n \) selects the BS with the largest CSI vector norm \( ||h_n^n|| \). With the greedy selection, user \( n \) selects the BS with the largest exact rate; In the case of heavy traffic and no BS can offer a positive rate, user \( n \) selects a BS randomly. For a fair comparison, the two schemes also adopt ZF-SIC in the uplink and AOBF in the downlink. However, it is hard to design a sophisticated user scheduling mechanism for the two comparison schemes. Greedy user scheduling together with the greedy BS selection can offer the optimal performance at the cost of huge complexity and is not practical in dynamic traffic. Therefore, the users are scheduled in order of arrival time in the comparison schemes.

Fig. 1 and Fig. 2 plot the social welfare and aggregate throughput for \( Q = 20000 \) consecutive users in an uplink MU-MIMO OFDM system of \( K = 3 \) BSs, each with \( M = 8 \) antennas. The statistics are averaged over time. ZF-SIC is adopted for all presented mechanisms. The cluster capacity \( L_k \) is set to be the same as \( M \), which yields >95% confidence for the worst-case SINR to exceed 10 dB at SNR = 20 dB.

It can be seen in Fig. 1 that the expected welfare and expected throughput, which are the metrics adopted in the proposed mechanism, highly coincide with the actual welfare and throughput at medium and high SNR. Since users’ valuation is uniformly distributed on \([0, 2] \), the social welfare is almost twice the aggregate throughput at high \( \lambda/\mu \) ratio in the proposed mechanism. This is because with sufficient users, the proposed mechanism assigns better resources to users with higher valuation.

Fig. 2 provides comparisons with RSS-based selection and greedy selection at SNR = 20 dB. The proposed mechanism outperforms RSS-based selection and greedy selection in both welfare and throughput, and the gain becomes more substantial at a higher \( \lambda/\mu \) ratio. At low \( \lambda/\mu \) ratio, there may be only one or two users in each cluster constantly. All mechanisms offer the highest classes to the users, so the performance is not differentiated. As mentioned before, our mechanism achieves a social welfare almost twice as high as the aggregate throughput at high \( \lambda/\mu \) ratio. On the other hand, the comparison
mechanisms lack the ability to maximize true social welfare, because they are not equipped with a truth-telling mechanism for acquisition of users' valuation. Our mechanism also has a dominant performance in terms of throughput, which is the social welfare normalized by valuation. The underlying reason is that in the comparison schemes, users are selfish and competitive; while in our mechanism, a user maximizing its own utility is approximately maximizing the gain in social welfare and the throughput.

Fig. 3 shows the aggregate throughput at various SNR levels under the same system setting as in Fig. 1 and Fig. 2. The proposed mechanism is dominant over all SNR regimes. Raising SNR can enhance the performance in all schemes, because the performance is noise-limited under ZF-SIC. Fig. 4 to Fig. 6 demonstrate the social welfare and aggregate throughput with AOBF in a downlink large-scale MIMO system. The system has \( K = 3 \) BSs, each with \( M^{[k]} = 100 \) antennas and a cluster capacity \( \bar{L}^{[k]} = 8 \). With the total transmit SNR \( P^{[k]}/\sigma^2 = 20 \text{ dB} \) as in Fig. 5, there is \( >80\% \) confidence for the worst-case SINR to exceed 10 dB. The performance of the presented mechanisms under AOBF follows the same trend as under ZF-SIC. It is worth mentioning that for the best user in the highest class, we use the exact welfare and throughput to replace the expected welfare and throughput, which will be infinity according to the approximation given by (33). This replacement is practical, because the best user can easily evaluate the exact rate in the downlink.

It is noticed in Fig. 4 that at low and medium SNR, the expected welfare and throughput are slightly larger than the exact values at high \( \lambda/\mu \) ratio. This is because the transmit power \( P^{[k]} \) is equally allocated to more users so that the high SNR approximation (33) is not accurate enough. For example, when \( \text{SNR} = P^{[k]}/\sigma^2 = 20 \text{ dB} \) and the cluster of capacity \( \bar{L}^{[k]} = 8 \) is full, each user’s SNR is only around 11 dB. Despite making the approximations more accurate, high SNR does not offer a substantial gain in throughput, as shown in Fig. 6, because of the interference-limited nature of AOBF.
The ratio is selected so that the mean of the cluster size is $\lambda/\mu$. The systems adopting ZF-SIC and AOBF, respectively. The downlink MU-MIMO network where $K$.$M[k] = 10$, SNR $= \mu_n/\sigma^2 = 20$ dB and $\lambda/\mu = 50$ or $17$ dB.

Fig. 7. Real-time cluster size in two independent realizations with ZF-SIC in the uplink MU-MIMO system adopting ZF-SIC in the downlink and AOBF in the downlink. A comprehensive analysis is conducted for ZF-SIC and AOBF, for BSs and users to evaluate the SINR confidence level and rate, and develop the QoS criteria and utility function. A user association and scheduling mechanism is then proposed to exploit the differentiated classes of services in ZF-SIC and AOBF. From the perspective of game theory, the proposed mechanism is an auction equipped with a strategy-proof pricing scheme. From the perspective of algorithm design, it is a distributed algorithm with limited information exchange. The proposed mechanism is near-optimal in social welfare maximization and adapts to dynamic traffic. It also has superior performance in maximizing the throughput and balancing the load.

VI. CONCLUSION

We propose a user association and scheduling mechanism in multi-cell MU-MIMO systems adopting ZF-SIC in the uplink and AOBF in the downlink. A comprehensive analysis is conducted for ZF-SIC and AOBF, for BSs and users to evaluate the SINR confidence level and rate, and develop the QoS criteria and utility function. A user association and scheduling mechanism is then proposed to exploit the differentiated classes of services in ZF-SIC and AOBF. From the perspective of game theory, the proposed mechanism is an auction equipped with a strategy-proof pricing scheme. From the perspective of algorithm design, it is a distributed algorithm with limited information exchange. The proposed mechanism is near-optimal in social welfare maximization and adapts to dynamic traffic. It also has superior performance in maximizing the throughput and balancing the load.

APPENDIX

PROOF OF THEOREM 1

Before proving the theorem, we introduce the following notations. For a complex matrix $A$, write $A = \Re A + j\Im A$ where $\Re A$ and $\Im A$ are the real and imaginary parts of $A$. Denote $A^{(1)} = \begin{bmatrix} \Re A & \Im A \end{bmatrix}$, $A^{(2)} = \begin{bmatrix} -\Im A \\ \Re A \end{bmatrix}$ and $A^\dagger = [A^{(1)} A^{(2)}]$. Let $a_i$ be the $i$th column of matrix $A$. Then for an isotropically random unitary matrix $U \in \mathbb{C}^{M \times d}$, we can prove the following lemmas for $U^\dagger \in \mathbb{R}^{2M \times 2d}$.

Lemma 1: Columns of $U^\dagger$ form an (incomplete) orthonormal and symplectic basis of $\mathbb{R}^{2M}$.

**Proof:** Lemma 1 can be verified easily according to the way we construct $U^\dagger$. □

Lemma 2: For $\Omega \in U(M)$, $\Omega^\dagger \in O(2M) \cap SP(2M, \mathbb{R})$ is transitive, which means it can transform any (incomplete) orthonormal and symplectic basis to any other.

**Proof:** Notice that the orthogonal and symplectic structure of $\Omega^\dagger$ is impervious to matrix multiplication or inverse. It suffices to prove that there exists such $\Omega^\dagger$ that can transform the standard basis $(e_1, \ldots, e_d; f_1, \ldots, f_d)$, where $e_i$ is the $i$th column of $I_M$ and $f_i = -J e_i$ for $J = \begin{bmatrix} 0 & I_M \\ -I_M & 0 \end{bmatrix}$, to any orthogonal and symplectic basis $(x_1, \ldots, x_d; y_1, \ldots, y_d)$. Such $\Omega^\dagger$ can be found by a method similar to the Gram-Schmidt process: (1) For $i = 1, \ldots, d$, let $\omega_i = x_i$ and $\omega_{M+i} = y_i$; (2) For $i = d+1, \ldots, M$, find $\omega_i$ orthogonal to all $\omega_j$ and $\omega_{M+j}$ for $j = 1, \ldots, i-1$ as in the Gram-Schmidt process and let $\omega_{M+i} = -J \omega_i$. □
Lemma 3: The distribution of $U^\dagger$ is invariant to orthogonal and symplectic transformations, i.e., $f(U^\dagger) = f(\Omega U^\dagger)$ for all $\Omega \in O(2M) \cap SP(2M, R)$.

Proof: Lemma 3 results directly from $f(U) = f(\Omega U)$ for the isotropically random unitary matrix $U$ and all $\Omega \in U(M)$.

Lemma 4: $u_i^{(p)} (i = 1, \ldots, d; p = 1, 2)$ is uniformly distributed on the unit sphere $S^{2M-1}$.

Proof: According to the transitivity of $\Omega^\dagger$ in Lemma 2, $\Omega^\dagger u_i^{(p)}$ can be any $2M \times 1$ unit vector for $\Omega^\dagger \in O(2M) \cap SP(2M, R)$. According to Lemma 3, $f(u_i^{(1)}) = f(\Omega u_i^{(p)})$. Therefore, $u_i^{(p)}$ is uniformly distributed on $S^{2M-1}$.

Based on the above lemmas, Theorem 1 can be proved as follows. Consider the $i$th entry of $\alpha$. We have $\alpha_i^1 = \left[ \Re \alpha_i - \Im \alpha_i \right] = u_i^T n^i$, where $u_i^T$ and $n^i$ both consist of a pair of orthogonal and symplectic basis vectors. As stated before, the distribution of the orthogonal and symplectic basis is invariant to orthogonal and symplectic transformation. Therefore, we can assume without loss of generality that $n^i = [e_1^i, f_1^i]$ where $e_1$ and $f_1$ are a pair of standard basis vectors as in Lemma 2.

We first find the distribution of $\Re \alpha_i = u_1^{(1)T} n_1^i$ on $[-1,1]$. Recall that $u_1^{(1)}$ is uniformly distributed on $S^{2M-1}$. The probability that $\Re \alpha_1 \in [x, x + dx]$ is proportional to the “lateral area” of a truncated hypercone built out of an $(2M-2)$-sphere of radius $\sqrt{1-x^2}$ and of slant height $\sqrt{1-x^2}$, which entails $f_{\Re \alpha_1}(x)dx \sim (1-x^2)^{M-\frac{3}{2}} dx$. Therefore, the pdf of $\Re \alpha_1$ can be expressed as

$$f_{\Re \alpha_1}(x) = C(M) (1-x^2)^{M-\frac{3}{2}},$$

(52)

for a normalizing constant $C(M)$. Noticing that $x^2$ is Beta($\frac{1}{2}$, $M - \frac{1}{2}$) distributed, we have

$$C(M) = \frac{1}{B(\frac{1}{2}, M - \frac{1}{2})},$$

(53)

in terms of the Beta function $B(\cdot, \cdot)$.

Next we find the conditional distribution of $\Im \alpha_i$ given $\Re \alpha_1$, $\Re \alpha_i$ is also the projection of $u_1^{(2)}$ onto $n_1^i$. Given $\Re \alpha_1 = x$, $u_1^{(2)}$ has $(2M - 1)$ DoF. The assumption $u_1^{(2)} = f_1^i$ makes it more comprehensible by fixing the $(M + 1)$th entry of $u_1^{(2)}$ to be $x$ and leaving the other $(2M - 1)$ entries uniformly distributed on a $(2M - 2)$-sphere of radius $\sqrt{1-x^2}$. So the conditional pdf of $\Im \alpha_1$ is

$$f_{\Im \alpha_1|\Re \alpha_1}(y|x) = C(M) \left( 1 - \frac{1}{2} \right) \left( 1 - x^2 \right)^{\frac{1}{2}} \left( 1 - \frac{y^2}{1-x^2} \right)^{M-2}.$$  

(54)

By multiplying (52) and (54), we obtain the joint distribution of $\Re \alpha_1$ and $\Im \alpha_1$

$$f_{\alpha_1}(a) = \frac{1}{\pi} \frac{\Gamma(M)}{\Gamma(M-1)} \left( 1 - ||a||^2 \right)^{M-2}. $$

(55)

The conditional distribution of the rest $\Re \alpha_i$ and $\Im \alpha_i$ can be obtained inductively. By multiplying the conditional probability density functions according to the chain rule, we obtain (18) and end the proof.
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