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Abstract—This paper considers the downlink channel of mul- power control in a general downlink multicell MISO system,

ticell multiuser multiple-input single-output (MISO) systems and extensively, dynamic BS clustering when the architecture
with arbitrary architecture. We aim to maximize the minimum supports data sharing in backhaul links.

weighted signa]-to-interference-.pltljs-noise ra}tio (SINR) through SINR is a commonlv used metric for qualitv-of-service
user-base station (BS) association, coordinated beamforming Yy q Yy

among BSs and power control subject to per BS power con- (Q0S). The SINR balancing problem, also known as the max-
straints. The problem is known to be NP-hard. In the high-SNR min weighted SINR problem, has been widely studied for
regime where the performance is interference-limited, we globally decades. For single-antenna systems, the concept of SINR

optimize the upper bound, which is achieved asymptotically, of ; i £ ; ; ;
the balanced SINR. In the low-SNR regime where the perfor- balancing is first introduced in [5] and later applied to the

mance is restricted by the tightest per BS power constraint, we Ce“P'af Syst(_am _'n [6]. 7] SOIV'?S the problem over power
balance the transmit power using relaxed integer programming assignment in single-cell downlink MISO systems. [8]-[10]
(RIP) and group sparse optimization (GSO) techniques. The study the SINR balancing problem using nonlinear Perron-
two goals can be integrated to achieve a universally better Frobenius theory. [7]-[10] focus on single-cell systems subject
performance. From the perspective of optimization methods, the to a single (weighted) sum power constraint. However, in

corresponding algorithms are based on Lagrangian relaxation d link t ith ltiol traints. th f
and are guaranteed to converge. Simulation results show that the ownlink systems with multipie power constraints, the active

proposed algorithms outperform the existing algorithms designed Power constraint at optimum and the noise variance in the
for the downlink single-input single-output (SISO) systems. dual uplink problem are uncertain [11]-[13]. Concerning per

Index Terms—downlink multicell MISO; SINR balancing: BS power constraints, Qai et aI._[ll] relax the multiple power
max-min SINR; base station association; relaxed integer pro- constraints to be a single weighted sum power constraint

gramming; group sparse optimization. followed by subgradient-based update of the weights; Huang
et al. [13] use the subgradient projection method to update the
|. INTRODUCTION uncertain noise variance in the dual problem.

. o Beside multiple per BS power constraints, user-BS associa-
The concept of coordinated multipoint (COMP) has beef,, inroduces extra challenge to the SINR balancing problem

introduced to deal with inter-cell interference in LTE—advance&lecause of its interdependence with channel matrices and

and WIMAX. ‘In CoMP networks, interference can be €xyqer constraints. It has been stressed early in [14] that there

ploi.ted by joint prpcessing of the dgta or mitigated by 95 no Pareto optimal solution for joint power control and BS
ordinated scheduling and beamforming [1]. As data traffiesqiation in downlink multicell SISO systems, and later in
grows and specf[ral efficiency approach_es its limit, node den in] and [16] that the problem is NP-hard in general. [16]
is urged to be increased. A strategy is to deploy low-pOWEF, gies joint power control and BS association under per BS
nodes together with h|gh-pqwerl nodes t_o form a heterogene er constraints in downlink multicell SISO systems, which
network (HetNet) [2]. Considering the imbalanced BS POWL jinked with the uplink problem in [15] by the same sum
budgets and density of deployments, a more flexible usef5er The authors also propose an improved algorithm to
BS association scheme is required to balance the load q‘ﬂgnage the imbalanced power budget in HetNet [16]. To the

power in HetNet [3]. Meanwhile, the emergence of clouflagt of our knowledge, the problem investigated by [16] is

radi_o. access ngtwork (C-RAN) offers a practical platfp”Elosest to what this paper does, except that beamforming is
for joint processing. In C-RAN, BSs can be clustered, €ithgr, inyoived in downlink multicell SISO systems in [16].

fully or partially, statically or dynamically, and share data In this paper, we target at SINR balancing via joint BS

within the clusters [4]. BS clustering yields a many-to-manyssqiation, beamforming and power control in downlink mul-
relationship for user-BS association. This paper address_esﬁ@gu MISO systems subject to per BS power constraints. We

SINR ‘balancing problem via joint design of the followingyecqnstryct the problem from a new perspective by extracting
techniques: user-BS association, coordinated beamforming ?\R}ﬁ factors that limit the performance, namely, interference
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techniques. The two goals are combined ultimately to resolveThe problem is mixed-integer programming and is NP-
the SINR balancing problem. To achieve these various goatgrd [15], [16]. In Section V, RIP and GSO techniques are
we propose a novel Lagrangian relaxation framework thatlopted to relax the problem, where a many-to-many relation-
accommodates various algorithms. ship is allowed for user-BS association in intermediate steps.
The rest of the paper is structured as follows. Section Therefore, before formulating the problem, we first introduce
introduces the system model and formulates the problenwnsistent descriptions of the association stratégyand the
Section Il establishes some preliminary theoretical results beamforming strategy,, of usern in place of the integer
guide the design of algorithms. In section IV, we propos@apping functions,, and the beamforming vectary™!.
algorithms converging to the global optimum of the asymptotic The association strategy of useris represented by
upper bound of the balanced SINR in the high SNR regime.

Section V starts with RIP-based and GSO-based approaches W, = (wg Lwl, . ,wL,K]) (1.3)
to balance the transmit power and enhance the performance at

low SNR, followed by an integrated algorithm that solves th\e{here b

SINR balancing problem in universal SNR regime. Section VI wiFl = 1, = fin (11.4)
demonstrates simulation results and Section VII concludes the " 0, k#kn

paper.

The feasible set ofV,, is denoted by

W, =
We consider a downlink multicell MISO network with
multi-antenna BSs andV single-antenna users sharing the
channel without frequency or time extensions. Denote yRter in Section V, the feasible set is relaxed so thit is
K=1{1,2,...,K} andN = {1,2,..., N} the index sets for not restricted to be binary.
BSs and users, respectively. Each usee N is associated Let the beamforming strategy of user consist of the
with exactly one BS with the index,, € K. Each BSk € K  beamformers at all’ BSs, given by
may serve multiple users or not associate with any user: BS (i 2] (K]
has M antennas and a power budgef!. Vi = (V" »VnooeoVn ) (11.6)
BS k transmits a data stream), (¢) to usern with x,, = k
using powerp,, and a beamforming vector”) of dimension
M x 1, where the data stream and the beamformer are Y, = {Vn cvIFAGIE — 1 v e IC} (1.7)
normalized such thaE[z,, (t)"z,(t)] = 1 and v A viF = 1.
We assumeV > M for all k € K such that zero-forcing Note thatv!¥) for & # «., are redundant arguments which will
beamforming is not applicable and that each user receivgst take effect in actual transmission. However, we reserve
interference from at least one other user. The transmitted sigti@élse arguments which become effective in relaxed-integer

I

to usem can be written ag/p,, vr, "]xn(t). The received signal programming in Section V.

Il. SYSTEM MODEL {Wn cwlf € {0,1},Vk € K; Z wlkl = 1} (11.5)

keK

The feasible set o¥,, is denoted by

at usern is Concerning per BS power constraints, we further construct
yn(t) =y/prblEnlH sl () a vectorw® = [wl Wl . w7 for each BSEK and a
ol H o ] 1 power vectomp = [p1,ps, . ..,pn]t. Now the SINR balancing
+ > pmhlr Ve, () 4 2, (1.1) problem can be formulated as
N
- . . max min  —
whereh);” is the M¥l x 1 channel state information (CSI) P, Wn,Vn,VneN neN 7y
vector from BSk to usern. CSl is assumed to be known st. wltTp < PM vikek  (P)
at the BS side. In simulation, the channel is modeled as V, €V, WneN

Rayleigh flat fading and the entries of hlif] are drawn from W W, . YneN
i.i.d. zero-mean unit-variance circularly symmetric complex " ny VI
Gaussian distribution. The second term in (1l.1) captures all|n the first constraintw*7p = 3 _. Pn is the total

intra-cell and inter-cell interfering signals,, is the additive 5nsmit power at B% constrained by the power budggt*!.
white Gaussian noise (AWGN) with noise powgr. In the second and third constraints, the feasible sets of the
The received SINR of user is given by beamforming strategies and association strategies are given by

r, — Pngnn (11.2) (I.7) aknd (11.5), where the beamformevd’’ are orthonormal
Z%ﬁ DPmGnm + NMn andw!* are binary.
In terms of feasibility of problem (P), the power vector
where g, = |\h£{’”’"]H vl,’i’”]H? is the effective channel gain can be viewed as BS-centric, constrained by the power budgets
or interference imposed by user on usem. of BSs. The beamforming stratedgy, can be considered

[Fn

The goal is to determing,,, vy, ], andp,, foralln € N, in as user-centric, which means each user can make a feasible
order to balance the weighted SII\E% for max-min fairness. decision without being constrained by others. The association
v, mMay reflect some long-term priority of user strategyW,, is user-centric with respect to the feasible set
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Wi, but is meanwhile restricted by the BS-centric powewrherep(-) andx(-) denote the Perron-Frobenius (PF) eigen-

constraints. value and the right PF eigenvector.
For briefness of notation, we consid&Y,, as user-centric  The closed-form expression @f reveals that the optimal
and further defins,, = (W,,,V,,) with the feasible sef,, = value is restricted by the tightest power constraint which

Wi, xV, to combine the association strategy and beamformiegrresponds to the largestC[*!).
strategy of usem. The strategy profile of all users can be It can also be noticed that the power constraints vanish in

denoted byS = (S;,Ss,...,Sx) with the feasible seS = the interference-limited case. When the noise powyet 0,
[1,.cn Sn- Problem (P) is restated as the following problerthe optimalp™ and the corresponding optimal power allocation
(P) in terms of the strategy profil8. vectorp* become
T, p* = p(C) (11.6)
max min —
p, S neN v, p*=a-x(C) (n.7)
kT k
st. wiiTp <Pl vk ek (P) whereC = D(%)F anda can be any positive scaling factor.
Ses From the above discussion on the closed-form solution to

%), we observe two limiting factors in the the original prob-
am (P): one is the tightest per BS power constraint, which
depends on the association strategy and power allocation;
the other is the effective channel gain or interference, which
depends on the association strategy and beamforming strategy.
In addition, the uplink-downlink duality also has a Perron-
In this section, we discuss the SINR balancing problefh (Rrrobenius characterization as follows.

with respect to the power allocation vectorand the strategy . 1 4

profile S separately. p(CV) =p (D(’?)(FT + PMWMWT)> (1.8)

In the dual uplink problemy corresponds to the weight on
power andwl’) corresponds to the noise vector. Now we have
First, for a fixed strategy profil§, problem (P) is reduced a clear vision of the difficulty in applying uplink-downlink

The NP-hardness of the joint design problem has be
established in [15] and [16]. Therefore, we design algorith
to solve the relaxed problem in the rest of the paper.

IIl. PRELIMINARY DISCUSSION

A. Revisiting Downlink Power Control

to the classic downlink power control problem. duality to solve the problem (. the power constrainl!
_ . and the noisewl’! are uncertain in the dual uplink problem.
max min — (Ps) Moreover,w!* are also variables in the original problen{)(P

P neN Yy

KT < plkl
st. wiip < P, vk ek B. Feasible SINR Balancing Level

We have assumed that each user will receive interference fromy, the rest of this paper, we refer tb = min [= as the
at least one other user, which implies that the weighted Sl ’ P v

R n n
— In i
of all users are equal at optimum. Denote the optimal Va%@lanced SINR angd = max r, & the SINR balancing level.

In this subsection, we study the feasible SINR balancing

b
y 1 I level p with respect to the strategy profifein the interference-
e = o vneN (1) jimited case where the noise power approaches zero or the

power budget approaches infinity. To be specific, we relax the
explicit power constraints to be the finite-power requirement
and allow for any noise powey > 0. In the interference-
limited case, p(C) is the asymptotic lower bound of all
feasiblep. Any p > p(C) is referred to as feasible in the
) { 0, n=m sense that it can be achieved with finite power.

A closed-form expression gf* and the corresponding power
allocation vectorp* are given in [11]. For consistency with
[11], we define the cross channel matfhof dimensionN x N
and a vecto of length V as follows.

(1.2) Theorem 1 interprets the feasibility of for n > 0 more

G 7 rigorously without recourse to the closed-form solution. Before

T that, we define the following matrices
5= {71 J2 N } (11.3)
g11 922" gNN G(p)=pD '(¥) - F (111.9)
The dependgncg of th_e effgctive channel @,i_nl upon 'Ehe A(p) = G(p)D(H) (11.10)
strategy profileS is omitted in the above notation. L&(¥)
represent the diagonal matrix with the elementsyobn the B = pI - A(p) (I1.11)
diagonal. DekfmeC[’f] = D(H)(F + prmnwtT) and j = |tis assumed that each user will receive interference from or
arg ”}CaXp(C[ ), then the optimal value and solution are givefimpose interference to another user, which implies #as
by ‘ irreducible. Following the definitions (111.9) to (I1l.11)(p),
p* = p(Cll (.4)  A(p) andB are all irreducible matrices.
i plil ] Theorem 1. p is feasible in the interference-limited case,
p = w[j]TX(C[j])X cY) (11.5) namely, there exists a positive and finite power allocation
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vector such thatz > L v¥n € A in the presence of noise, if power constraints given by (lI1.5). In later sections, we will

and only if any of the following statements holds: design algorithms based on these two main steps. Obviously,
1) There existd < p < oo such thatG(p)p > n for any the difficulty lies mostly in the first step. We will propose a
n > 0; Lagrangian relaxation framework to approach the minimum
2) G(p) is a non-singular M-matrix; value of p. Recall that in Subsection IIl.A, we intuitively
3) A(p) is a non-singular M-matrix; summarized two factors that limits the minimum valuepof
4) p(B) < p. (1) interference; (1) the tightest power constraint. The two

) ) corresponding goals are: (1) to minimize the asymptotic lower
Proof. The equivalence between the main statement and stgigyng of : (2) to balance the transmit power. The statements
ment 1) can be obtained directly by expandiBdp)p > 1 jn Theorem 1 and Lemma 1 serve as the feasibility conditions

entry-wisg. of p in the various problems in the Lagrangian relaxation
According to (I11.9) and (I11.10),G(p) € Z™™ andA(p) €  framework.

Z™" whereZ™™ denotes the set of alt x n real matrices
whose off-diagonal elements are less than or equal to zero.
Next, we prove the equivalence between statements 1) and 2),
2) and 3), and 3) and 4) sequentially.
« Condition Ky; [18, Theorem 1] states thad(p) € Z™" In this section, we propose algorithms that minimize the
is a non-singular M-matrix if and only if there exists2Symptotic lower bound of the SINR balancing leyelWe
x > 0 with G(p)x > 0. Therefore, statement 2) holdsddopt statement 3) in Lemma 1 to form the feasible region
given statement 1). On the other direction,Bet G (p)x of the auxiliary variablep. That is, A(p) is an M-matrix, or

for suchx, then we can find g — max %X such €quivalently, there existg > 0 such thatA (p)y > 0. Because

n . B =pI—A(p) andB is dependent of$, A(p)y > 0 can be
;TZ:e(r;n(eprztI)Z)z n. Therefore, statement 1) holds IV ritten asB(S)y < py. The problem is formed as follows.

IV. ASYMPTOTICLOWERBOUND OF THESINR
BALANCING LEVEL

« The condition that there exists > 0 with G(p)x > 0, min p (Py)
is equivalent to that there exisgs= D~!(§)x > 0 with p, S€S, y>0
A(p)y = G(p)x > 0. Therefore, statements 2) and 3) s.t. B(S)y < py

are equivalent, We have discussed the condition fér( [
. _— . . p) to be a singular
» According to [18, Definition].A(p) is expressed in the M-matrix in last section. It can be easily proved that the

form A(p) = pI— B whereB has non-negative elements o ve if v i
= p(B
and p(B) < p, then A(p) is an M-martix. Furthermore, ab:ove(lgt()g)s)tramt 's active if and only jf = p(B(S)) and

A(p) is a non-singular M-matrix if and only 5(B) < p

A. Lagrangian Relaxation Method

To solve problem (P, we adopt the Lagrangian relaxation
r?lfethod [21] by penalizing the constraint with the Lagrangian
multipliers A > 0. The Lagrangian function i§(p,S,y,A) =
8T ATB(S)y — pATy. By letting ATy = 1, £(p,S,y, ) is

quivalent to
Lemma 1. p is feasible in the absence of noise if and only if L'(S,y,A) = ATB(S)y (IV.1)
any of the following statements holds:

1) There exist® < p < oo such thatG(p)p > 0;
2) G(p) is an M-matrix;

Extensively, wherp = p(B), A(p) and G(p) are singular.
The following lemma can be established in the absence
noise, i.e., fom = 0. The proof is similar to that of Theorem 1.
The corresponding properties of irreducible M-matrices, eith
singular or non-singular, can be found in [19, Theorem 3.4

Due to the non-negative penalty term> £/(S,y, A) for all
jointly feasiblep, S, y and . The partially dualized problem
is

3) A(p) is an M-matrix; max g(\) (PPual)
4) p(B) < p. A>0 AT =1
Noticing that B = FD(4) and thereforep(B) = p(C), Where

we can unify the intuitive results based on the closed-form gA) = min_ L'(S,y,\) (p’ln)

solution with Theorem 1 and Lemma 1. In additionGf(p) SeSy>0

is an irreducible non-singular M-matrix, th&®(p) is strictly is referred to as the inner problem, afds the solution toy
inverse-positive [20, Theorem A]. That i& ~!(p) exits and in the inner problem.
G~ 1(p) > 0. Then for any feasibley, the optimal power Lagrangian relaxation algorithms are typically based on the
allocation vectop*(p) that achieves the same weighted SINRollowing principles: g(A) is a lower bound of the optimal
for all users can be found directly ly*(p) = G~ (p)n. result of (R) becausep* > L/(S*,y*,A) > g(\) for any

To conclude the section, the SINR balancing proble) (Feasible X; solving (Ff“a') over A gives a tighter bound;
can be relaxed and solved by the following two main stepa: sequence o\ can be found to guidg(\) towards p*.
(1) find the strategy profil§ that yields a minimum feasible For problem (PR), the inner problem (P) can be solved
satisfying the statements in Theorem 1 and Lemma 1; (2) fefficiently. The problem is that when the dualized constraint
fixed S, find the optimal power allocation vector satisfying thdéaas a complex structure as in,jPupdating the dual variable
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via solving the dual problem does not guarantee convergeridee problem is equivalent to maximizing the Rayleigh quotient

towards the optimal value. v QM yMHRFIVIM The solution is known to be
For (P,), the ideal choice oA is what yields strong duality,
in which case the penalty term is zero. We can impose the VIF = v, ((RW)*QF) (IV.6)

zero-penalty condition to get an updatadfor the solution o _
to (P"), denoted byS and y, and a feasiblep despite their and the minimized value is

optimality. The zero-penalty condition means that the relaxed (k] (s [k]\ 1 [K]
constraint is active in (B, which happens only when F (V) = /o (( D ) (v.7)
p=p(B(S)) (Iv.2) whereo,(-) is the largest eigenvalue and (-) is the corre-

sponding eigenvector.
The beamforming strategy,, in (PS'") consists Qf\?ﬂ“]
given by (1V.6) for allk € K. The association stratedy,, is

Therefore A satisfyingp = ATB( )¥ is given by the right PF
eigenvector oB” (S) normalized such thax”y = 1, written
as

) X(BT(S)) obtained by comparingj,[lk] ({;L{“]) over allk € K. Specifically,
A= 7§7TX(BT &) (IV.3) W,, consists ofil as follows
A given above satisfies the zero-penalty condition for any NP L, k=arg rr}infy] (o) (V8)
randomy > 0, although suchy and S are only feasible Wn' = 0. otherwise '

with active constraints for a particulag = x(B(S)) in

problem (R). We stress here that the zero-penalty conditiaptuitively, the optimal beamforming strategdy,, is to find
is simply an updating rule for the dual variable. The peamformers that maximize SIR of userat all K BSs in
convergent performance is analyzed in detail after we presgié dual uplink channel, where the power allocation vector is
the algorithm. given by . The optimal association strated¥,, is to find

As a brief summary of this subsection, the Lagrangiafe BS that maximizes the SIR weighted ky— for usern
relaxation algorithm to solve (B is implemented as follows: jn the dual uplink channel. o
(1) for a given A, solve (F) for § and y; (2) updateX 1t follows that the solution tqP") is S, = (W, V,,) and
according to (IV.3); (3) repeat (1) and (2) till convergence. he solution to B)is S = (S1,Ss,...,Sn).

. ] Now the algorithm that solves (P iteratively is listed
B. Algorithm Design _ below. Sincey > 0 can be chosen randomly in the inner
First, we solve the inner problem P which is not elab- problem ('), we lety =1 .
orated in last subsection. Notice that thia column of B(S)
depends only of$,, and thaty is always positive. (P) can be Algorithm 1
decomposed intdV parallel sub-problems with theth given

by 1 Initialize A(0) > 0, 17X(0) =

min - fu(Sn, A) (P0) 2 while [p(t) — p(t — 1)| > ¢ do

Sn€Sn 3 Updatet =t + 1;
where f,,(S,, A) is thenth element of the vector 4 for n=1to N do

£(S,A) = BT(S)A (v.4) © d50lve(P2“b) for S, (1);
6 en

Denote byS,, the solutions to the sub- problemsSE% Ac- Update(t) = x(BT(S(t))), 17A(t) = 1, and
cordingly, the strategy profil€ = (S;,S,,...,Sy) is the p(t) = p(B(S(t)));

solution to'S in the inner problem (P). We see that these g end
solutions are regardless of the value pf so any random ¢ Calculatep* by (I11.5) for S* = S(t);
positive vectory can be a solution ty in (P}"). Output: S* andp*.

(PfL”’ﬁ is a mixed-integer programming problem. For given
A and fixedk,, = k, f,(-) is a function of the beamformer

(k] e is a small positive value to deal with rounding error.
" VIHHRIK K] Theoretically, e can be set to zero. The convergence of
(K] (v (K] Vo Ttn Vin_ IV.5) Algorithm 1 is asserted by the following Proposition.
I — I A QIR ] (IV:5)
o k] [k "[k] o Proposition 1. p(t) decreases monotonically and converges
where Q' = hPR" and R = HY DO )HY 16 the global optimum of (P in Algorithm 1.
I N (k] 4, K] (k] _
for HZ, = [hl bl b hyand Ay = g0t et = arg max £2E2AU=1) “\ye first prove the
A A1, A Anv]T. We have assumely > M ¥ - n M
Leeesfn=lyAntly .- s AN] - monotonic decrement qf(¢) by establishing

for all k € K, so Rf] has full rank almost surely.

It turns out that (B“) can be further decomposed inf6 S (Sm(t), At — 1))

4
sub-problems with respect to., written as o) = Am (t = 1) (IV.9)
i k] (<, K] ub fm( m( — 1) )‘(t - 1)) _ .
o B () Nl — 1) ==
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The first inequality is obtained from the min-max versiomn place of(P5U) and(PS ik ]) consider the following problems
of the Collatz-Wielandt formula [22, Theorem 2.7], namely

b
min max (Ax), /z, = p(A) for an irreducible non-negative JMax  n(Sn, A, fn) )
matrix A. Equality holds if and oSnIy ifA(t — 1) = max S (VIFL X, o) (pit[llg]z)
x(BT(S(t))) = A(t), in which case% is equal Vi =1

to p(t) for all n € N. The second inequality is becaus?

S,.(1) = arg m|n (S At — 1)) according to fine5 in n[k]z) has closed-form solution and optimal value given by

Algorithm 1. Equallty holds if and only i, (t—1) = S, (t). ik = v, ((fn/’yn) — RL{“}) (IV.12)
For equalities to hold concurrently in the first and second
inequalities, the conditior$,,(t — 1) = S,,(t) should be o = 5y ((fn/%) R[k]) (IV.13)

satisfied for allm € N. The third equality is due to the way
we set\(¢—1) andp(t—1) inline 7 in Algorithm 1. Therefore, Accordingly, the beamforming strateg, consists ofvn] for

p(t) decreases monotonically. all k € K. The association strateg¥,, consists ofio" given
In addition, Algorithm 1 stops ap(t) = p(t — 1) when py
the strategy profil&(t) = S(¢ —1). Because the beamforming 1, k=arg max¢l
strategy has closed-form solutions and the association strategy wF = { J (Iv.14)
has limited number of combinations, Algorithm 1 does con- 0, otherwise

verge to a particular valug = g(B(S)). Next we prove the W, and¥, constituteS, as the solution to @3
global optimality of suctp ands. " " " '

. N A5 Intuitively, we are maximizing the weighted signal-minus-
arThr(Ta]mconvSergincfir ?I" AIgonBtl[mWitlh |;\nplles g‘?}% ~ interference for user in the dual uplink channel in 83, in-
9 Fn(8n, A) ne ( ) stead of the weighted SIR in§®). Precisely, (B is related
Denote the global optimal solution and value of Py S* {

. (K] [k [k]
and p*. Becausep > p(B( ). the minimal p* must be to ( n[k]) as follows. For fixedv! and X, ¢! (Vn A fn)

equal to p(B(S*)) with y* = x(B(S*)). Assume to the |s an mcreasmg function of,,. When f,, = fn (vn],)\)
contrary thatp(B(S*)) < p(B(S)) The max-min version P! (vn A\, fn) = 0. Consider the foIIowmg steps: 1) start
of the Collatz-Wielandt formula [22, Theorem 2.7] says thaiilth somevil] and calculatef,, = fi (v}, P which yields
max min (Ax), /2, = p(A). Therefore, for any > 0, there o (WX, f,) = 0; 2) solve (BipD) for VL which yields
exists a usem with %5:)‘) < p(B(S*)) < p(B(S)) Takmg [k](Vn ,)\ fn? > 0 3) updatEfn = f (VrL]7A) which
A = A we havefo(Sh,3) < p(BENAm = fin(Sms X), yields (b?k](v" A fn) = 0.1t followibthat fn < fa. In this
which contradicts with the optimality d#,,. Therefore,S is S€NSe¥n is a better solution t4P5k), compared with the
the global optimizer ang is the global optimum of (B. O original solution¥}}’.
The variation of Algorithm 1 is listed below. The procedure

As we have discussed in Section IIl.B, the optimal valug mostly the same as Algorithm 1, except that we initialize
p* = p(B(S*)) returned by Algorithm 1 is an asymptoticf(0) = £(S(0), A(0)) for some randon$(0) in line 1, solve
lower bound. Therefore$* and the corresponding* based (PSU"?) instead of(P>'") in line 5, and updaté(t) = p(t)A(t)
on S* can be approximated solutions to the original problem line 7.
(P) at high SNR.

Algorithm 1’

C. A Variation of Algorithm 1 1 Initialize A(0) > 0, 17X(0) = 1, and£(0);

In Algorithm 1, the strategg,, is determined by solving the 2 While [p(t) — p(t = 1)[ > € do
sub-problem(P5"%), which can be explained as maximizatiors ~ Ypdatet =7+ 1;
of the weighted SIR in the dual uplink channel for ugedt 4  for m=1t10 {)V do
is noticed that the objective functiofy,(-) in (P>'®) depends 5 Solve (P, for S, (t);
only on the beamforming pattern but not the norm of thé end
beamformers. In this sense, Algorithm 1 lacks the ability of ~ UpdateA(t) = x(B T(s(t))), 17A() = 1,
power control. To compensate for this deficiency, we introduce _ 2(1) = p(B(S(?))), andf(t) = p(t)A(1);
a different metric and propose a variation of Algorithm 18 end

which helps incorporating power control into the design ot Calculatelz by (lll.5) for §* = S(t);
algorithms in next Section. Define Output: S* andp”.
k K H k K]
(VI A, f) = Vi ((fn/%)Q[ J-R ) ] In fact, Algorithm 1’ also falls into the category of the La-

i ; (|V-10) grangian relaxation algorithms. Consider the following prob-
whereQLl] andRL] are the same as in Subsection IV.B, anggm

min s &
d)'n, Sn;)\ fn Z wy, k V,L{C 7A fn) (|V11) p, SES, y>0
keK S.t. G(p)y =0
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Statement 2) of Lemma 1 is adopted as the feasibility conditidrne feasible set of the beamforming strat&gyis unchanged.
of pin (P,), instead of statement 3) in {P The corresponding Accordingly, we can construct the association strategy profile

inner problem of (P) is to minimize the penalty of violating W = (W;,W,,...,Wy) and the beamforming strategy
the feasibility condition ofp, given by profile V.= (Vy,V,,...,Vy) with the feasible set3V =
i 2T jn [Loear Wn @and V' = [],cn V. respectively. The feasible
Seg],lyn>0 A Gloly (P2) set of the full strategy profiles = (W,V) is denoted by

S =W x V. All previous notations, such ds,, G(p), A(p)
and B, remain the same by rewriting the effective channel
gain as

Sinced, (Sus A, pAn) = (GT(p)A)., (P33 can be explained
as sub-problems of the inner problem1 (RPif f, is updated
to bep, as in line 7 in Algorithm1’.

Algorithm1’ achieves the same goal as Algorithm (lt) _ (k]| 1. (K] T < K] |2
decreases monotonically and converges to the global optimum
of (P;) as well as (P). The proof is similar to that of
Proposition 1. (IV.9) still holds with a different explanatio

of the second inequality. The second inequality can be wr bzeslramhﬁlstlacr?le(r)rlres?nIggs(jctrg?e:jel\?vﬁ?r“;;]] gér;at re(?\ﬁ;r?ge?r?e
ten as f' ()/Am(t — 1) < fm(t — 1)/An(t — 1) where y P 9

o transmit powerp,, with the proportlonwL]. In other words,
") = f(Sm(t),A(t —1)). B (S (), At — . .
Fn(t) I (Sm(8), Al ). Becausedy, (S (t) _( _ BS k transmits the data stream,(¢) with the beamformer
1)afm(t_1)) > ¢m(Sm(t_1)7A(t_1)7fm(t_1)) =0= (K] (K]
and powerp,w; . Therefore, the effective channel gain

G (Sm (1), A(t = 1), f1, (1)), we havefy (t) < fn(t—1).In V¢
a word, maximizingé, (S, A, f,.) followed by the way of IS 9iven by (V.2).

(V.2)
kex

updating f,, decreaseg,,(S,,\) indirectly. Consider the following RIP-based power balancing problem.
From the above convergence analysis, it can be seen that
as Iong a§n(t) satiSﬁeS(ﬁn(Sn(t)aA(t - 1)7fn(t - 1)) > 0 min~ « (PR|p)

for all n € A and A(¢) and f(¢) are updated as in line 7, «,Ses
p(t) is guaranteed to be non-incremental. To be specific, the g t, Z wp, <aP Vi ek

non-incremental condition of in the Lagrangian relaxation neN

framework can be written as Z wM gk (vIE X £,) >0, Vn e N
S WMol (vIE X f) >0, YneN (IV.15) kex
keK

This is the key contribution of Algorithm’ to this paper where« is the power balancing levep,, is the nth element
and intrigues different design of the inner problem in thaf the estimated power allocation vectpr ¢ TN £a)

constraint is exactly the non-incremental condrtlon of the
V. POWERBALANCING EOR SINR BALANCING SINR balancing levep in the Lagrangian relaxation frame-

In this section, we include power control in the SINR ba Iwork given by (IV.15).

ancing problem, which faces two major challenges: multiple The bearr}:forrr;ewﬂ“] only affectsgl! (viil, A, £,,). We can

per BS power constraints and dependence on the |nteg@|aX|mlze¢[ v []’)\ f.) over vl to obtain the beamform-
valued association strategy. Referring to the closed-form érg strategy profileV. Then for fixedV, (Prip) becomes a
pressions op* andp* given by (111.4) and (I11.5), the influence linear programming (LP) problem with respect to the variables
of power constraints is more notable in the noise-limited low ', ¥n € N/, Vk € K, and can be solved efficiently to obtain
SNR regime. The performance is limited by the tightest pow@n optimal solutiori. It can be shown thaf = (W, V) is
constraint and thus can be improved via power balanciiigleed an optimal, although not necessarily unique, solution
among BSs. This limitation may be crucial in HetNet whert® (Prip). Denote byW(V) the conditional feasible set of
power budgets of BSs tend to variate consrderably Therefol, given V. Needless to mention(V) is a subset ob.

the power balancing level, denoted by= max P[k wlkTp, ~ For any W e W, if (W,V) is a feasible strategy profile

is an important factor concerned in this section. To tackle ti (Pri), then (W, V) is also feasible. The first constraint

second challenge, we introduce relaxed integer programm ﬁ)ends only OW The second constrkaiht is satisfied because
in the following. oI maximizesg!!] (vn A fn) andwit! is always positive.

Therefore anyW € W is also an element nW( ), which
. plreSNWA C W(V). Together withh(¥) C W, we obtain
A. Power Balancing based on Relaxed Integer Programmi _ W(9). This means solving/ first will not change the

In previﬁcl]Js sections, the association strat@ly is com-  feasiple region of W nor the optimal value which depends
posed ofw;" € {0,1}. Inthis section, the restriction is relaxedypjy on V.
to be0 < wl < 1, giving the following relaxed feasible set
of W,,.

Maximizing (;S[k] (vn A, fn) over vﬂ“] is exactly problem

(Psn[k]) in previous section. The optimal solutroﬁn and

W, = {Wn L0 <wlt < 1,Vk € K; Z wikl = 1} (V.1) optimal valueqbn] have been given by (IV.12) and (IV.13), re-

prre spectively. The beamforming strategy profileis constructed
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o [k]

by ¥v;°'. The association strategy profiW is obtained by advantage in the noise-limited case. The two objectives can
solving the following LP problem. be combined to achieve a universally better performance.
min_ a (Payp) Consider the following conceptual problem
o Wew min_ p (P2)
s.t. Z wllk]ﬁn < aP[k], Vk e p, SES
neN st. G(p)p>an
k] 1k
ZWL]@L] >0, VneN The constraint is the feasibility condition gf based on
kek statement 1) in Theorem 1 taking = p/a. As before,p

§ = (W7 ﬁ/) is then an optimal solution to (). (Prip) is a is the estimated power allocation vector amds the power
candidate inner problem in the Lagrangian relaxation fram@alancing level such thgh/« satisfies all power constraints.
work. Although it does not optimize directly, it improves the The penalty term is\” (an — G(p)p) with the Lagrangian
performance implicitly, especially in the noise-limited case, bjultiplies X. Recall that(G"(p)A)n = ¢u(Sn, A, fn) =
balancing the transmit power among BSs. D okek wil W (v X, 1), if £, is updated to bepA,,. The
inner problem that minimizes the penalty term subject to

B. Power Balancing based on Group Sparse Optimization ac!dmonal power constraints and non-incremental condition of
p is formulated as follows.

Group sparse optimization is a popular technique for power
control in C-RAN. GSO treats beamformers of the same BSmin_ (A"n)a — Y p, » _ wllel(vIF X, £,)

as a group and aims to sparsify as many groups as possiblé'in<s neN  kek
the aggregated beamforming matrix. It is suited to address BSg ¢ Z w¥p, < aPW vEeK (PM
centric metrics, such as power budget, backhaul traffic capacity e " B
in [4] and static power consumption in [17]. (k] 1 [K] (< [F]
The GSO-based power balancing problem is similar to an O’ (Vs A, fn) 20, ¥n € N
ke
(Prip), formulated as A
min  « (Psso) (Py) can be considered as a <_:o_ml_3ination of the two inner
a, Se§ problems (RBip) and (F}), which minimizes the power balanc-
st. A Z wFp, < aP® i ek ing level & and maximizes a weighted sum of signal-minus-
ey Vs " - interference in the dual uplink channel,(-), respectively.
Again, (P) can be solved in two steps. The beamforming
(k] ] (F] 2 . .
I;Cw” On' (V' s A fa) 20, Y €N strategy profileV consists of\“z%‘] given by (IV.12). Then by
. © . . ) replacingqbﬂ“] (vL}“],A, fn) with the value¢£f] given by (IV.13),
In the first constraint, there is a weight (P5) is simplified to an LP problem and solved foV.
N 1
Bl = T (V.3)
Y onen Wn Pn +T D. Algorithm Design

where#!}! is the estimated solution obtained from last iter- Before proposing the iterative Lagrangian relaxation algo-
ation andr is a small positive regularization constant. Lefithms, we shall address some non-trivial problems, such as the
=3 @', represent the estimated transmit powe?stimation of the power allocatlorl vectpr p can be updated

of BS k and rewrite the first constraint agy, B < o In by (111.5) in each iteration. In factp can be scaled arbitrarily

the limiting situation, the left side has two possible outcom&§cause the actual power aIIocatiAon vector is adjusted by the
power balancing levelk. Moreover,p is merely an estimation

1 . — skl > and need not be precise during intermediate steps. Tested by
P[k]ﬁ P = ) (V.4)  simulation, (111.7) is also an eligible candidate. To mage
0, p =0 concordant with its role as an estimated power vector, we

formally adopt (l11.5) to calculategp in the algorithm.

Another problem is that the returned solution is in the
relaxed feasible sef = VW x V. Each user may be associated
PSUDY for the beamforming strate rofifé. Then for fixed with multiple BSs as a result. When the system architecture,
( ”[k]) g wPp such as C-RAN, supports data sharing in the backhaul, the

Zgﬁg:ﬁeéhﬁelmﬂ'ff&ag version of o), which is not result leads to a dynamic BS clustering scheme. Otherwise,
' ' the returned association strate§y € W should be cast
into a feasible strategyv’ < W, which will degrade the

C. Combination of SINR Balancing and Power Balancing performance inevitably. The casting procedure is simply to

In Section IV, we optimize the asymptotic lower bound o$elect the BS that provides the largest power, namely, let
the SINR Balancing level in the interference-limited case by
ignoring the power constraints. In previous two subsections, wklt — {

BSs with largeP!*! allow a smallerar while BSs with small
Pl tend to be shut down during the minimization @f
(Psso) is solved in the same way asg(P). First we solve

1, k=arg maxwy
7 (V.5)

we optimize the power balancing level which has certain 0, otherwise
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If a user is allowed to associate with multiple BSs, a parti

casting procedure is also practicablg,” is cast intowl!’ ol
only when rrlzaxzulf] is larger than some threshadndicating .
that usem has a dominant resource provider. Otherwisg 5
remains unchanged. Such partially cast association strateg <1s
denoted byW* with S e
X6
wt ' maxwl! > 6 5 i
(k] — J ’ g 14 1
wh T = o (V.6) 8
1 S —— Upper bound
Wn," otherwise % 1‘2T +Alrg’;?)rithm1
i _ —4A— Algorithm RIP
Both the fully castW’ and partially castW* are adopted to 1 -~ Algorthm RIPIP)
evaluate the performance of the algorithms. 08 e asowr) | 1
Now the algorithms can be consolidated as follows. B 06 ffi:gg[mgm
solving the different inner problems gf), (Peso) and () 04 ‘ ‘ ‘ [ [

and fully castingW(¢) to Wt(t), the algorithms are named as 0 5 10 5 20 25 80
Algorithm RIP, Algorithm GSO and Algorithm 2, respectively. SNR(dB)

By partially castingW(¢) to W#(¢), the algorithms are namedFig. 1. Balanced SINR foiV — 15, K — 6, M|
as Algorithm RIP(JP), Algorithm GSO(JP) and Algorithmuple being(100, 100, 10, 10, 10, 10)w.

2(JP), respectively, where JP stands for joint processing of

the data by multiple BSs.

k] = 8 and power budget

Algorithm RIP / GSO / 2 (JP) zar
22 s
1 Initialize XA(0) > 0, 17X(0) = 1, andf(0); , |
2 while [p(t) — p(t — 1)| > e do _ SAA TR
3 Updatet =t + 1; _ Sie ]
4 Solve (Ryp) or (Psso) or (Py) for S(t); X 16y
5 Update(t) = x(BT(S(t))), 1TA(t) = 1, D4
p(t) = p(B(S(t)))' f(t) = p(t)A(t>’ andf)(t) given % 1.2 —— Upper bound
by (”|5), g ’ —#— Algorithm 1
6 end 1 ﬁi:gs::m i:;m
7 CastW(t) to Wi(t) or WH(¢); osf 7 Agortm 6O | 4
s Calculatep* by (111.5) for S* = (W'(¢),V(t)) or 0ol e mgrma 0| ]
(Wi (t)7 V(t)), : — — — Algorithm 2(JP)
Output: S* andp*. 4 5 10 15 20 25 30

SNR(dB)

The algorithms proposed in this section inherit the framgl—g. 2. Balanced SINR foV = 15, K = 6, M¥] = 8 and power budget
work of Algorithm 1” in last section with different inner prob- tuple being(100, 100, 100, 100, 10, 10)w.
lems (Rup), (Peso) and (B'). These problems do not optimize
p directly but improvesp under an analytical guidance.is
guaranteed to converge. In addition, the stopping critecionbudgets be20dB and 10dB, respectively. We monitor the
can be adjusted to tradeoff the running time and precision pérformance for SNR= rr}cin PI*l /5 ranging from0 to 30dB.

the algorithms. The demonstrated results are averaged d9e6 Monte-Carlo
samples.
VI. SIMULATION RESULTS In the first three figures, we run the proposed algorithms

We conduct simulations for Algorithm 1, Algorithm RIP,and plot the balanced SINR,/p = 1/p for the downlink
Algorithm GSO and Algorithm 2 in downlink MISO systemsMISO systems withN = 15, K = 6 and M* = 8
with different power budgets. Algorithm 1 and Algorithmfor all £ € K. The power budget tuples in Fig. 1 to Fig.
2 are also tested in downlink SISO system for comparis@are(100, 100, 10, 10, 10, 10)w, (100, 100, 100, 100, 10, 10)w
with the algorithms in the literature [16]. Because we studgnd(100, 80, 60, 40, 20, 10)w, respectively, which are assigned
a general system architecture in this paper, the channel beadomly to the BSs. The upper bound is the balanced SINR
tween any transmit antenna and any user is generated frionthe absence of noise and power constrains. It can be seen
i.i.d. zero-mean unit-variance circularly-symmetric Gaussidahat Algorithm 1 approaches the upper bound asymptotically
distribution. The noise power and weight of SINR are assumat high SNR. On the other hand, RIP-based and GSO-based
to be equal for all users. Specifically, we lgt = 1 and algorithms which focus on power balancing has better perfor-
n, = n for all n € A. The power budgets of BSs aremance at low SNR. Algorithm 2 exploits the advantageous
heterogeneous. We let the maximum and minimum powkzatures of these algorithms and achieves a comprehensively
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is affected less by inappropriate casting. Compared with RIP-

1 based algorithms, this feature of GSO is advantageous in some
& systems as in Fig. 1 and disadvantageous in some systems as
| in Fig. 3. In Fig. 2, RIP-based algorithms and GSO-based al-
A gorithms are approximately equally good. Nevertheless, GSO-
based algorithms are useful in dealing with other BS-centric

| metrics, which is not elaborated in this paper.

15 Overall, Algorithm 2 is a fairer way to manage imbalanced

1 power budgets. It has acceptable performance at both low

=
i

Balanced SINR (1/p)

12r 7 o 1 and high SNR. When joint processing is allowed, Algorithm
17 —£— Algorithm RIP ] 2(JP) also yields a more flexible and smaller BS cluster
el o aermese | size. Therefore, we choose Algorithm 1 and Algorithm 2 to
;::gg:m $800P) compare with the algorithms DLSum and DLSumA proposed
06y ——— Algorithm 29P) | | in [16] for downlink SISO systems. The simulated system has
04 . o 5 I - ® N = 15 users andK = 12 single-antenna BSs. There are
SNR(dB) 4 macro BSs with power budg@0dB and8 pico BSs with

power budget 0dB.
Fig. 3. Balanced SINR folV = 15, K = 6, M[* = 8 and power budget ~ The comparison algorithms DLSum and DLSumA proposed
tuple being(100, 80, 60, 40, 20, 10)w. in [16] are based on uplink-downlink duality. In DLSum, the
assocation strategy is obtained by solving the dual uplink
problem subject to sum power constraint via an iterative
A Agorithm RIPIP method. Then for fixed association strategy, the power alloca-
::gg:m Gs0uP | fuon vector in thg dpwnlmk is cglculated |terat|ve_ly. The steps
in DLSum are similar to Algorithm 1. The multiple per BS
power constraints are ignored in Algorithm 1 but replaced by
‘% A A A A A A A A A A A A A a1 the sum power constraint in DLSum. The power allocation
vector is found by a closed-form solution in Algorithm 1 but
iteratively in DLSum. Therefore, in terms of complexity of
' om the algorithms, DLSum and Algorithm 1 are essentially the
YV v BV Y Y YYVYVvVvVYyvv.Vv same, if we had also chosen to find the power allocation
. vector iteratively. However, Algorithm 1 outperforms DLSum,
as is shown in Fig. 5. This is because connecting the uplink
and downlink by the same sum power is not adequate in the
presence of multiple per BS power constraints. Rather than
0 5 10 15 20 25 30 sum power, the performance is more limited by interference
SNR(dB) and the tightest power constraint. In some cases where inter-
ference is more vital, ignoring the multiple power constraints
yields better performance than relaxing them to be a single
sum power constraint.
The other comparison algorithm DLSumA is an advanced
better performance. version of DLSum. The authors of [16] propose DLSumA
In general, partial casting together with joint processing consideration of the imbalanced power budgets of BSs in
achieves better performance than full casting. The differeneletNet. DLSumA transfers the imbalanced power budgets to
is evident for Algorithm RIP and Algorithm RIP(JP) in Fig.amplification on CSI and calculates the effective sum power
1. Fig. 4 shows the average BS cluster size, which is theturned by DLSum. Then DLSum is run again based on
average number of associated BS per user, for partial castihg effective sum power. Although DLSumA remedies the
algorithms with a casting threshofd= 0.9. It is clear that Al- deficiency due to sum power relaxation to some extent, the
gorithm RIP(JP) ends up with larger BS cluster size, comparadderlying principle is the same as DLSum, namely connect-
with Algorithm GSO(JP) and Algorithm 2(JP). Consequentlyng uplink and downlink by the same sum power. As can
performance degradation is severer for Algorithm RIP(JBE seen in Fig. 5, DLSum and DLSumA approach the same
under inappropriate casting. By inappropriate casting we measymptotic value at high SNR, which is inferior to the upper
that a considerable number of users turn out to associate wittnd achieved asymptotically by Algorithm 1 and Algorithm
the low-power BSs. The problem is alleviated when there aPe In terms of complexity, DLSuUmA is twice as complex as
more high-power BSs in Fig. 2, or when the power budgeBRSum. The complexity of Algorithm 2 is difficult to quantify
are more balanced in Fig. 3. due to the adopted RIP technique. However, in each iteration
The BS cluster size resulted by Algorithm GSO(JP) isf Algorithm 2, the complexity is bounded by that of an LP
smaller, because GSO-based algorithms tend to shut dowrpesblem. Also, the inner problem in each iteration is well-
many low-power BSs as possible. As a result, the performargmunded to decreage

u4q

Average size of BS clusters
w
T

Fig. 4. Averaged size of BS clusters for casting thresltold 0.9 with the
same system setting as in Fig. 1.
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