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Abstract—Physical unclonable functions (PUFs) have been
adopted in many resource-constrained Internet of Things (IoT)
applications to provide effective and lightweight solutions for
device authentication. However, an attacker can collect challenge–
response pairs (CRPs) of a strong PUF, to build a machine
learning (ML) model and mimic its behavior, i.e., predicting the
responses of unseen challenges with high accuracy. Although sev-
eral PUFs have been proposed to resist such modeling attacks,
they incur high hardware overhead. Developing a PUF primitive
with low hardware cost and high resistance to ML attacks is
thus a crucial task. In this article, we propose the first response–
feedback-based lightweight anti-ML-attack PUF (FLAM-PUF).
It is only composed of one arbiter PUF (APUF) and one Galois
linear-feedback shift register (LFSR), with some basic logic gates,
reducing more than 62% hardware cost compared with the state-
of-the-art robust strong PUFs. Specifically, FLAM-PUF leverages
a cost-effective feedback loop structure to dynamically control
and update the LFSR configuration. FLAM-PUF has two main
characteristics: 1) it feeds back a 1-bit response in every cycle to
intentionally poison the data of the CRP set for training. To resist
ML-based modeling attacks, the 1-bit response can randomly
update one coefficient of the feedback polynomial to implant more
complex correlations into the model built by attackers and 2) it
takes advantage of an n−bit response feedback-controlled recon-
figurable Galois LFSR to enlarge the original challenge space of
the APUF. Extensive experimental results show that the proposed
FLAM-PUF achieves near-optimal uniformity, uniqueness, and
reliability. Our scheme works well under standard attack mod-
els with public crucial initial information. In particular, the
prediction accuracy of modeling attacks against FLAM-PUF is
nearly 50% under the four widely used ML algorithms, i.e.,
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support vector machines (SVMs), logistic regression (LR), covari-
ance matrix adaptation evolution strategy (CMA-ES), and deep
neural networks (DNNs), indicating excellent resistance against
these ML attacks.

Index Terms—Lightweight, machine learning (ML) attacks,
physical unclonable function (PUF), reconfigurable linear-
feedback shift register (LFSR), response feedback.

I. INTRODUCTION

MANUFACTURERS and designers did not prioritize
security issues during the early years of the Internet

of Things (IoT) design and applications. Nowadays, various
IoT services, which are designed for industrial automation [1],
smart home [2], traffic safety [3], e-health [4], etc., are exposed
to cyber threats [5]. These security issues are becoming a
bottleneck limiting the development of IoT, especially the low-
end and low-cost IoT devices with minimal or no security
solutions, such as sensors and radio-frequency identification
(RFID) tags [6], [7]. Consequently, hackers may compro-
mise the IoT devices to launch attacks. For example, around
150 000 infected IoT devices caused a massive attack [8] in
2016. These infected IoT devices involve surveillance cam-
eras, routers, and other intelligent devices. The combination
of computing and networking power of thousands of IoT
devices makes the IoT environment a potentially deadly cyber
threat [9].

State-of-the-art cryptographic-based security mechanisms
introduce high computational complexity and high cost to store
secret keys. While most IoT node devices have limited central
processing unit (CPU), memory, and battery power resources,
it is challenging for them to afford the high hardware and
power consumption of complex cryptographic algorithms, key
stores, and protection mechanisms. Therefore, it is impera-
tive to seek a cost-effective system security solution. Physical
unclonable function (PUF) is a promising hardware security
primitive that provides a lightweight solution for key gener-
ation, intellectual property (IP) licensing, key sharing, and
hardware metering. A PUF generates a unique input-output
mapping relationship for each device leveraging the inherent
random process variations from manufacturing. Specifically,
these input and outputs are called challenge–response pairs
(CRPs). Ideally, a PUF instance should be unclonable and
unpredictable thanks to its disordered and complex structure.
According to the security properties of CRPs, PUFs can be
classified into strong PUFs and weak PUFs. The weak PUF
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only has a small CRPs space and is mostly used for key gen-
eration [10]. In contrast, the strong PUF, like arbiter PUF
(APUF) [11], has a huge CRPs space (e.g., exponential num-
bers of CRPs) and is used in device authentication and identity
recognition. It is expected that even given access to the PUF
instance, an adversary still cannot predict the unseen CRPs.
Moreover, the strong PUFs will discard the used CRPs from
the available CRPs pool to protect against man-in-the-middle
and replay attacks [12].

Strong PUFs are subject to severe security issues due to the
emergence of machine learning (ML)-based modeling attacks.
In a modeling attack, an adversary builds a generic model with
polynomial parameters for a class of PUFs to simulate the CRP
mapping relationship. If the model is linear, the adversary can
simply apply ML algorithms to estimate the model parameters
by observing the obtained CRP set. It is infeasible to build an
accurate model of the strong PUF that uses only a subset of
CRPs to “train” the model to learn its complete CRP behav-
ior. However, once the model is able to predict the response
of the PUF with an error probability lower than the maxi-
mum environmental variation, the adversary can impersonate
the original PUF with the model successfully [13].

ML technique is a natural and powerful tool to train models
for modeling attacks. The attacker divides the obtained CRP
subset into a training set and a testing set. In each iteration,
the ML algorithms input challenge into the established PUF
mathematical model and calculate the corresponding response.
Then, the algorithm calculates the loss function based on the
difference between the response output of the model and the
actual value. The model parameters are updated according
to a specific strategy (the gradient descent for the logistic
regression (LR) algorithm and the maximum likelihood for
the support vector machines (SVMs) algorithm in this arti-
cle). When the iteration termination condition is satisfied, the
training process ends. The degree of difference between the
model trained by the algorithm and the real PUF mapping can
be verified by the prediction accuracy of the testing set. The
experimental results in [14] show that the modeling accuracy
is over 95% in 0.01 s by collecting 650 pairs of CRPs for a
64-stage APUF [11]. It is easy for an attacker to obtain CRPs
due to the lack of a protection mechanism to restrict access to
CRPs. Once an accurate model is built successfully with the
CRPs of a PUF, the protocols built on it are vulnerable.

Motivated thereby, a plethora of efforts have been devoted
recently to improving the robustness of strong PUFs against
ML attacks. The existing high-security strong PUF solutions
still suffer from high complexity and hardware overhead [15],
[16], [17]. Nevertheless, most of these PUF structures can
still be modeled successfully by various attack methods [11].
Linear-feedback shift register (LFSR) is a high-performance
and low-overhead sequential circuit that can generate repeat-
able pseudo-random sequences. It has found important utiliza-
tion in traditional information security, such as stream encryp-
tion and cyclic redundancy check (CRC). Combining LFSR
with classical PUFs turns out to be a worthy research direc-
tion. In existing works, LFSRs with fixed feedback coefficients
were often used for expanding the challenge space [18], [19] or
CRPs confusion [20]. For instance, CRC PUF [21] is the first

work to make CRPs confused by randomly updating feedback
polynomial g(x) for LFSR, without detailing how the feedback
polynomial is updated; SRPUF [22] needs (n + k) APUFs to
update the feedback coefficient, leading to an unaffordable
hardware overhead. Therefore, developing a PUF primitive
with low hardware overhead but high resistance to ML attacks
has become a primary challenge in recent years.

Our contributions to this work are as follows.
Response Feedback Loop-Based Resistance to ML: This

work proposes the first response–feedback-based lightweight
anti-ML-attack PUF (FLAM-PUF). A FLAM-PUF is com-
posed of an APUF and a reconfigurable Galois LFSR in
a loop structure. The reconfigurable LFSR updated by the
response feedback of APUF is the central part of the obfus-
cation method in this article. Unlike existing configurable
LFSRs, our LFSR generates the direct challenge C∗ for the
APUF, then a 1-bit response r∗ of the APUF will dynami-
cally be fed back to the reconfigurable LFSR, to randomly
update its polynomial in each cycle. Subsequently, FLAM-
PUF can intentionally poison the data of CRP set for training
by implanting problematic correlations into the target model
of attackers, improving the obfuscation and resistance to
ML modeling attacks. Moreover, FLAM-PUF exploits a n-
bit response feedback-controlled reconfigurable Galois LFSR
to enlarge the original challenge space of the APUF.

Lightweight Architecture: Instead of comprising multiple
strong PUF combinations or complex encryption circuits,
FLAM-PUF is lightweight and only consists of an APUF, a
Galois LFSR, and some basic logic gates. Furthermore, we did
not need any extra secret key information, and thus there is
no additional memory overhead. Compared to state-of-the-art
robust strong PUFs, FLAM-PUF has a lightweight hardware
architecture, which can reduce more than 62% hardware area
in the 64 stage and 128 stage.

Public Circuits Structure: The circuit structure of FLAM-
PUF can be public as follows. First, we assume that the
attackers know some crucial initial information, including the
circuit structure and the feedback polynomial initial state.
Second, we can leak out the specific position of feedback point
in circuit structure to attackers to demonstrate the security of
our obfuscation, as we show in Sections V-D and V-E. Third,
the attackers can eavesdrop on the part of the CRPs from the
unreliable channel.

Extensive Experiments: The experimental results demon-
strate that the proposed reconfigurable solution can achieve a
prediction accuracy of nearly 50% with four well-known ML
algorithms, equivalent to a random guess. Additionally, the
uniqueness, uniformity, and reliability of the proposed PUF
are close to the ideal value.

The remainder of this article is organized as follows. Related
works and technical challenges are reviewed in Section II.
Section III introduces the preliminaries of classic PUF mod-
els, LFSR, and four widely used modeling attack algorithms.
Section IV presents the structure of the proposed FLAM-
PUF. Section V elaborates on the comprehensive evaluations of
performance evaluations and security for FLAM-PUF. Finally,
Section VI concludes this article and points out future research
directions.
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II. RELATED WORK AND CHALLENGES

Strong PUFs are subject to various ML modeling
attacks [13], [14], [23]. The main threat model in these works
is that an attacker can build a generic model to approximate
the input-output mapping of a given PUF, and then use the
eavesdropped CRPs set to estimate the model parameters for
a specific PUF instance. The ML algorithms that improve the
efficiency of estimating parameters have undermined the secu-
rity of strong PUF. For example, in the APUF circuits, there is
a linear relationship between the accumulative path delay and
the challenge vectors. The additive linear delay model can
accurately describe the functionality of APUF. Recent years
have seen considerable defense technologies for improving the
anti-ML-attack abilities of strong PUFs.

A. Related Work of Defense Technologies

Existing anti-ML-attack solutions could broadly be divided
into two categories as follows.

Strong PUF Combination and Confusion: These solutions
combine the classic strong PUFs (e.g., APUF) with other func-
tion modules to strengthen the whole security of the circuit
structure. The most representative XOR APUF [24] can obtain
a global response from parallel APUFs by XORing the orig-
inal responses. Ising PUF [15] applies each APUF spin to
the Ising model, and the interaction between the spins pro-
duces a global response. Interpose PUF [25] contains two
XOR APUFs, i.e., n-stage x-XOR APUF and (n + 1)-stage
y-XOR APUF. The 1-bit response of x-XOR APUF is inserted
into the original-bit challenge to form the (n + 1)th bit chal-
lenge, which is provided to the y-XOR APUF to produce a
global response. Wang et al. [26] proposed a dual-mode PUF
that utilizes the parity of the number of inverters to resist
modeling attacks. Configurable tristate (CT) PUF [17] can
flexibly perform as an APUF, a ring oscillator (RO) PUF, or
a bistable ring (BR) PUF [27], through a bitwise XOR-based
mechanism obfuscating the challenge and response relation-
ship. Controlled PUF [28], PUF-FSM [29], and OB-PUF [30]
all use a hash module for logical obfuscation. In RPUF [31],
CRC-PUF [21], and SR-PUF [22], an LFSR module under-
takes a crucial role in CRPs confusing. In [32], an inverter is
activated under certain conditions and reverses the response. A
reverse response bit serves as poison data that interferes with
attacker modeling. Zhang et al. [33] increased the difficulty
of modeling by limiting the number of CRPs leaked out to
attackers.

Nonlinear Sequential Circuits: In addition to reinforcing
the classic strong PUFs, researchers are exploring a vari-
ety of nonlinear circuit characteristics, such as glitches [34]
and voltage transfer characteristics (TVCs) [35]. Kumar and
Burleson [36] and He et al. [37] created new CRP map-
ping based on the strong nonlinearity between the deviation
of the symmetrical structure and the circuit characteristics.
Various emerging micro–nano devices have brought forth new
technologies for strong PUF, such as resistive random access
memory (ReRAM) [38] and spin-transfer torque magnetore-
sistive random access memory (STT-MRAM) [39]. In [16],

to produce CRPs, the PUF array is organized as two cou-
pled inverter-based entropy sources cascaded via nonlinear
Sbox transformations. The work in [40] exploits the sequence-
dependent behavior to expand the CRP space for a memory
PUF. The subthreshold operating state of complementary
metal–oxide–semiconductor (CMOS) devices has the advan-
tages of lower voltage, lower power consumption, and stronger
nonlinear compared to its saturated operating state. Recently,
some schemes employ the subthreshold current array as a
basic PUF element to realize a highly nonlinear operation
characteristic to resist ML attacks [41], [42], [43].

B. Technical Challenges

The primary technical challenge of the state-of-the-art
obfuscation for resisting ML attacks is the excessive hard-
ware overhead when the circuits confuse a CRP map-
ping with sufficient complexity to increase the difficulty of
modeling attacks. A linear model easily simulates the prop-
erties of a single simple nonlinear circuit. Currently, more
researchers are working on confounding CRPs by building a
complex nonlinear system composed of multiple functional
circuits. There must be enough circuit modules to success-
fully achieve the expected complexity and defend against
ML modeling attacks. For instance, the number of APUFs
in XOR-APUF cannot be smaller than 7. The combina-
tion of multiple circuits will inevitably cause more hard-
ware overhead. Awano and Sato [15], Suresh et al. [16],
Zhang et al. [17], and Rührmair et al. [44] combined some
classic PUF circuits to increase the complexity of CRPs
mapping while incurring high hardware costs.

On the other hand, APUF is a classic strong PUF, and its
challenge–response space size is exponentially related to the
number of switch modules. Compared with other PUFs, APUF
can generate many CRPs with lower hardware resources,
thus realizing key generation at a lower cost. However,
APUF is subject to modeling attacks [45]. To resist modeling
attacks, a series of strong PUFs are designed based on APUF
like XOR APUF [24], feed-forward APUF [46], lightweight
secure PUF [47], and interpose PUF [25]. Similarly, LFSR
can efficiently generate pseudo-random sequences via sim-
ple operations and plays an important role in cryptography.
The configurable LFSR dynamically updates the correlations
between inputs and outputs with strong nonlinearity and ran-
domness. Thereby LFSR can avoid cryptanalysis attacks by
merely adding some simple logic gates (e.g., AND, NOT,
and NAND). In this way, the LFSR enables the high security
and low overhead tradeoff in lightweight application scenar-
ios. Therefore, we employ the APUF and reconfigurable LFSR
to build a response feedback-based lightweight anti-ML-attack
strong PUF.

III. PRELIMINARIES

This section introduces the preliminaries of classic PUF
models, LFSR, and modeling attack algorithms. Table I lists
some important parameters and terminologies used here.
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TABLE I
LIST OF PARAMETERS AND TERMINOLOGIES IN THIS ARTICLE

A. Classic PUF Descriptions and Models

Arbiter PUF: The APUF circuits consist of a sequence of
multiplexer chains. The same signal propagates through two
paths in parallel (top and bottom) to generate 1-bit response
output. In a parallel or cross mode, the connection of each
path is determined by the challenge bit provided to the two
multiplexers at each stage. Ideally, the delays of two paths
giving the same challenge should be the same. However, the
actual delays of the two paths will be slightly different owing
to process deviations. At the end of the chain, a latch is utilized
as an arbiter to compare the delay difference between the top
and bottom paths.

The additive linear delay model has become a standard
description for the functionality of APUFs [14], [48] [23].
This model describes the total time delay difference between
the top and bottom paths. As shown in Table I, � = �w �� is
the sum of the delays in the stages, where the time delay
feature vector �w = (w1, w2, . . . , wn, wn+1)T . δ

0/1
i denotes

the time delay in stage i for the crossed (δ1
i ) or in paral-

lel (δ0
i ) signal path, respectively. Then, w1 = ([δ0

1 − δ1
1]/2),

wi = ([δ0
i−1 + δ1

i−1 + δ0
i − δ1

i ]/2) for all i = 2, . . . , n, and
wn+1 = (δ0

n + δ1
n/2). The feature vector �� is the func-

tion of the applied n-bit challenge C = (c1, c2, . . . , cn).
Namely, ��(�C) = (�1(�C), . . . , �k(�C), 1)T , where ��l(�C) =∏n

i=l(1 − 2ci) for i ∈ [1, k]. It is worth noting that for the
convenience of modeling, the original challenge or response
of value “0” is reprocessed as “−1.” The response r of an
APUF is defined as follows:

r = Sgn(�) = Sgn
(
�w ��
)
. (1)

XOR Arbiter PUF: XOR APUF [14], [24] employs k indi-
vidual n-stage APUFs in parallel and provides the same
challenge C to all of them. Each APUF generates its indi-
vidual response ri and then XORs the ri to produce a global
response. Assuming ri ∈ {−1, 1} as mentioned above, then we
have rXOR = ∏k

i=1 ri. According to (1), the parametric model
of a k-XOR APUF is

tXOR =
k∏

i=1

Sgn
(

�ωT
i

��i

)
= Sgn

(
k∏

i=1

�ωT
i

��i

)

(2)

= Sgn

(
k⊗

i=1

�ωT
i

k⊗

i=1

��i

)

= Sgn
(

�ωT
XOR

��XOR

)
. (3)

MPUF and Logical Approximation Model: An MPUF [11]
consists of (2k+k) APUFs and a (2k : 1) multiplexer (MUX). It
provides the same challenge C to all of the (2k+k) APUFs. The
responses (rd

0, rd
1, . . . , rd

2k−1
) generated from the 2k APUFs

will be sent to the (2k : 1) multiplexer in parallel. The other k
APUFs’ responses (rs

0, rs
1, . . . , rs

k−1) are responsible for select-
ing one response in (rd

0, rd
1, . . . , rd

2k−1
) as the global response.

In the logical approximation model, the (2k : 1) multiplexer
can be decomposed into several 2 : 1 MUXs. Each 2 : 1 MUX
can be implemented by the basic logical operations (NOT,
AND, and OR), which can be approximated by the following
functions:

NOT a = 1 − a (4)

a AND b ≈ σ(20a + 20b − 30) (5)

a OR b ≈ σ(20a + 20b − 10). (6)

Finally, the global response output the O of MPUF with k
selection APUFs, which can be modeled as

O ≈
2k−1∑

i=0

⎛

⎝ri × sinc

⎛

⎝i −
k−1∑

j=0

2j × rj

⎞

⎠

⎞

⎠ (7)

where σ(x) and sinc(x) are common activation functions in
ML algorithms.

B. Linear-Feedback Shift Register

The input bit of an LFSR is the output of a linear function of
two or more for its previous states (taps). There are two major
schemes for connecting taps: 1) Fibonacci and 2) Galois. Here,
we only focus on the Galois LFSR form. Let sj (j ∈ [0, n−1])
represent the output state of each register and gj (i ∈ [0, n]) is
the feedback coefficient of LFSR, which controls whether the
output of the final register sn−1 participates in the feedback
operation (XOR). If gj = 1, the input of the next register is
sj ⊕ sn−1; otherwise, gj = 0, sj does not participate in the
feedback operation and directly enters the following register.
It is worth noting that gn and g0 must be 1 to ensure that
LFSR is dynamic and effective.

The register state of Galois LFSR is updated in every clock
cycle by the state transition function T : GF(2n) → GF(2n).
Ti indicates that the state of the registers has been updated i
times. Let Si(i ∈ [1,+∞]) represent the register state of the
LFSR in ith cycle and S0 represent the initial state, and then
Si can be defined as follows:

Si = Ti
(

S0
)
. (8)

The updating of n registers in the ith clock cycle is described
as follows:

⎛

⎜
⎜
⎜
⎜
⎝

si
0· · ·

si
j

· · ·
si

n−1

⎞

⎟
⎟
⎟
⎟
⎠

→

⎛

⎜
⎜
⎜
⎜
⎜
⎜
⎝

si−1
n−1· · ·

t
(

si−1
j−1

)

· · ·
t
(

si−1
n−2

)

⎞

⎟
⎟
⎟
⎟
⎟
⎟
⎠

(9)
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Fig. 1. Galois LFSR structure.

where si
j defines the state of the jth register in the ith cycle.

Let ⊕ denote addition operation in GF(2), the function t is
defined as follows:

t(si
j) = si−1

n−1 × gj ⊕ si−1
j−1. (10)

With the development of cryptography, the security of tra-
ditional LFSR is not optimistic. Attackers can collect enough
output sequences to calculate its structure. Therefore, the
researchers proposed configurable LFSRs, which realize the
dynamic configuration of LFSR parameters through different
circuit structures. The configurable parameters involved in the
previous works include: 1) the number of stages in the LFSR;
2) the number of taps in the feedback path; and 3) each tap
position in the shift register stage [49], [50], [51]. In [21]
and [22], it is adopted the 2-input AND gates to realize the
configurable feedback function of LFSR.

C. Modeling Attack Algorithms

SVM Attacks: For each given CRPs train data set, attackers
create a PUF model and use SVMs [13] to learn the CRPs
train set. Challenges are the feature vector, and corresponding
responses are as the label. After training, the SVM generates
a learning model and is applied to learn a CRPs test set. Then,
for each PUF, the learning results are compared with the actual
results and calculate the correct rate as the prediction accuracy.

LR Attacks: LR is a widely used supervised ML algorithm
in PUF attacks. In [14], the authors showed the LR attacking
some strong PUFs like XOR APUF turns out to be signifi-
cantly better than SVM and evolution strategy (ES). The LR
algorithm uses the sigmoid function to convert the input data
into probabilities and determines the label to which the feature
vector belongs based on the probability values. In the appli-
cation of the PUF attack, each n bit challenge C is used as
the n-dimensional feature vector of LR. The response is the
label judged according to the predicted probability result, and
the time delay feature vector corresponds to the parameter of
the maximum likelihood function to be solved. Whether the
feature vector and the label have a linear relationship signifi-
cantly impacts the quality of the prediction result. Therefore,
the premise of an effective LR attack against PUF is that the
PUF has a linear structure.

CMA-ES Attacks: Covariance matrix adaptation evolution
strategy (CMA-ES) is a stochastic method for real-parameter
optimization of nonlinear, nonconvex function [52]. The
CMA-ES algorithm uses the parent’s delay vector and some
random modifications to generate the children’s delay vec-
tor in each iteration. Then the algorithm selected the fittest
instances from these child instances and kept them for the next
generation as parents. In the experiment, we use the default
parameters in [53].

Fig. 2. FLAM-PUF structure and data obfuscation flow. The thin line between
the modules in the figure represents a 1-bit signal, and the bold line represents
a multibit signal (e.g., n bits). There are two steps (3) since the 1-bit response
generated by APUF will be fed back to LFSR and buffer for temporary storage
simultaneously.

DNN Attacks: Deep neural networks (DNN) construct a non-
linear model with a multilayer neural network and a nonlinear
activation function. It is a powerful black box tool to solve
different complex tasks in artificial intelligence.

IV. PROPOSED METHOD: RESPONSE FEEDBACK-BASED

LIGHTWEIGHT PUF

Neither PUF combinations nor nonlinear circuits are cost
effective in terms of their hardware implementations. To
overcome the challenge brought by the high cost of hard-
ware implementation, we leverage a cost-effective response
feedback loop structure to control and update the LFSR
configuration in every cycle dynamically.

A. Structure Overview

Fig. 2 shows the structure overview of the proposed FLAM-
PUF, an APUF combined with a reconfigurable LFSR can
form a close loop structure for CRPs confusion. The critical
characteristics of FLAM-PUF are as follows. First, FLAM-
PUF feeds back a 1-bit response in every cycle to intentionally
poison the data of the CRP set for training. Notably, the 1-bit
response can randomly update one coefficient of feedback
polynomial to implant problematic correlations into the model
to be built by attackers to resist ML-based modeling attacks.
Second, a FLAM-PUF exploits an n-bit response feedback-
controlled reconfigurable Galois LFSR to enlarge the original
challenge space of the APUF. In this way, FLAM-PUF can
combine circuit obfuscation with timing obfuscation at the
cost of a simple loop circuit structure that obtains a significant
degree of CRP obfuscation.

Based on the LFSR and APUF, the data obfuscation flow
concludes the following steps, as also illustrated in Fig. 2.

Step (1): LFSR receives and confuses the n-bit original
challenge C first.

Step (2): Then, LFSR produces a direct challenge C∗ for
the APUF. This step expands an original challenge C into a
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Fig. 3. First confusion and APUF.

series of direct challenges C∗. The attacker can only obtain
the original challenge C and not the direct challenge C∗.

Step (3): In each cycle, APUF generates a 1-bit direct
response r∗ and transmits it simultaneously to LFSR for con-
figuration updating and cache buffer. The 1-bit direct response
r∗ output by the APUF can be nearly equally likely to be 0
or 1. There will also be two equal possibilities for the follow-
ing direct challenge generated by the LFSR aliasing affected
by the feedback r∗.

Step (4): After repeating steps (2) and (3) for n times, the
buffer collects a (n−1)-bit response R∗ = (r∗

1, r∗
2, . . . , r∗

(n−1))

and feed them back to LFSR as the feedback coefficient for the
secondary confusion. The 1-bit direct response r∗ generated
per cycle will cause (1/2) uncertainty in the system. At this
step, (n−1) bits of direct responses R∗ have been generated,
bringing 2n−1 uncertainties to our system.

Step (5): LFSR repeats the same operation of step (2) based
on the input R∗, and then generates a new C∗.

Step (6): FLAM-PUF will generate the final response r at
the kth cycle. It can also output an n-bit R from the kth to
the (k + n − 1)th cycle to enhance the obfuscation further.
The entire PUF structure hides the real CRPs of APUF, which
significantly increases the modeling difficulty for attackers.

Among the above six steps, steps (3) and (4) return the
APUF responses to the LFSR to update configuration, which
is critical to ensure the dynamic update of the entire design
with high randomness, complexity, and security.

B. Initialization and First Confusion

In our scheme, the LFSR circuit plays a critical role in
obfuscation. In each cycle, the LFSR produces a new challenge
for the APUF and receives 1-bit response feedback from the
APUF. The FLAM-PUF does not generate the final response r
immediately in the first (n−1) cycles, i.e., the first confusion,
as shown in Fig. 3. During the first confusion, the feedback
coefficient set G1 is fixed. Only one feedback coefficient can
be affected in each run since only a 1-bit response is fed back
to implant problematic correlations into the target model of
attackers. Specifically, the 1-bit response loaded in specific
registers is responsible for poisoning the data of the CRP set
for training by randomly updating one coefficient of feedback
polynomial.

Challenges of APUF: The n-bit original challenge C =
(c0, c1, . . . , cn−1) is first loaded into LFSR as its initial state
S0, C = S0. The feedback coefficients G1 = (g1,1, . . . , g1,n−1)

for the first confusion control the registers input via 2-input
AND gates. As mentioned in Section III-B, to ensure the

effectiveness of LFSR, gn and g0 should always be set to 1.
Therefore, our method just needs (n−1) feedback coeffi-
cient parameters. In each cycle, the n registers in LFSR
{a0, a1, . . . , an−1} will generate an n-bit output as a direct
challenge C∗ of APUF. For instance, the first direct challenge
is C∗

1 = S1 = T1(S0) = T1(C), where T1() is the transition
function of LFSR in the first cycle. Similarly, we have

C∗
i = Si = Ti

(
S0
)

= Ti(C). (11)

From (11), we can get the ith direct challenge C∗
i by obfus-

cating the original challenge C via LFSR’s i runs.
One-Bit Response Feedback: For each direct challenge C∗,

the APUF generates the corresponding 1-bit response r∗ and
sends it to the buffer. At the same time, r∗ is fed back to
the XOR gate before the jth register aj in LFSR, and affects
the corresponding output s1

j . In Fig. 3, we replace a 2-input
AND with two 2-input NAND gates as the feedback module.
If r∗ = 0, si,j = ¬si−1,j−1, thus r∗ flips the state of si

j directly;

otherwise, r∗ = 1, si
j = si−1

j−1 ⊕ si−1
n−1, leading to g1,j = 1. Based

on (1) and the sign function Sgn(x), we can obtain

r∗
i = Sgn

(
w1�1

(
Si)+ w2�2

(
Si)+ · · · + wn�n

(
Si))+ wn+1

= Sgn(�w ��(Ti(C)
)

(12)

and r∗
0 is directly generated from the original challenge C

r∗
0 = Sgn

(
�w ��(C)

)
. (13)

Notably, Fig. 4 abstracts the workflow of response feedback
in the ith and (i + 1)th cycle during the first confusion. We
assume that in the initial feedback coefficient set G1, only g1,1
equals 1; the others are 0 in this case. The feedback position
is between the second and the third register, thus the ith direct
response r∗

i will influence the third register’s state.

C. Secondary Confusion and Final Response

To strengthen the obfuscation, we will perform secondary
obfuscation, as shown in Fig. 5. After (n−1) cycles, the buffer
can collect and assemble an (n-1)-bit direct response R∗ =
(r∗

1, r∗
2, . . . , r∗

n−1), which is employed to update the feedback
coefficient parameters of LFSR for the secondary confusion,
namely, G2 = (r∗

1, r∗
2, . . . , r∗

n−1). The initial state of the LFSR
for the secondary confusion is Sn−1, which is the state set
at the (n−1)th cycle. Therefore the FLAM-PUF can generate
1-bit final response r at any kth cycle for k ≥ n (e,g., k = n).
According to (11) and (12), we can get

r = r∗
k = Sgn(�w ��

(
Tk(C)

)
. (14)

To improve the authentication efficiency, we can generate
an n-bit response from kth cycle to (k + n − 1)th cycle as
a final response R. In this case, the n-bit final response is
R = (r∗

k , r∗
k+1, . . . , r∗

k+n−1). Obviously, the more obfuscation
runs, the better obfuscation effect we can obtain at the cost of
a longer delay.

Authorized licensed use limited to: Chinese University of Hong Kong. Downloaded on July 30,2023 at 11:44:56 UTC from IEEE Xplore.  Restrictions apply. 



WU et al.: FLAM-PUF: A RESPONSE–FEEDBACK-BASED LIGHTWEIGHT ANTI-MACHINE-LEARNING-ATTACK PUF 4439

Fig. 4. Workflow diagram of response feedback in the in the ith and (i + 1)th cycles.

Fig. 5. Secondary confusion.

(a)

(b)

(c) (d)

Fig. 6. Case study. (a) Initialization. (b) First confusion. (c) Second
confusion. (d) CRP of APUF.

D. Case Study

Fig. 6 showcases the efficiency of the proposed method with
a 4-stage APUF and an LFSR as follows.

1) Initialization: If the original challenge C = S0 =
(s0

0, s0
1, s0

2, s0
3) = (0110) is loaded into the LFSR as

the initial state, the initial feedback coefficient set is
G1 = (100), and the feedback position is between the
second and the third register (i.e., a1 and a2). Also, we
assume r∗

0 = 0.
2) First Confusion: LFSR generates the first direct chal-

lenge C∗
1 = S1 = (s1

0, s1
1, s1

2, s1
3), where s1

0 = s0
3 = 0,

s1
1 = s0

0 ⊕ s0
3 = 0, s1

2 = ¬s0
1 = 0, s1

3 = s0
2 = 1.

Namely, C∗
1=(0001), and r∗

1=1. Similarly, we can obtain
C∗

2 = (1110), r∗
2 = 0, and C∗

3 = (0101), r∗
3 = 1.

3) Second Confusion: Next, LFSR updates the feedback
coefficients with direct responses G2 = (r∗

1, r∗
2, r∗

3) =
(101). Consequently, C∗

4 = S4 = (s4
0, s4

1, s4
2, s4

3), where
s4

0 = s3
3 = 1, s4

1 = s3
0 ⊕ s3

3 = 0, s4
2 = ¬s0

1 = 0, s4
3 =

s0
2 = 1. In this case, we take (r∗

4, r∗
5, r∗

6, r∗
7) as the 4-bit

final response R.
Attackers can only eavesdrop on the original challenge C =

(0110) and the 4-bit final response R = (0111). Therefore,
owing to the 1-bit response in the first confusion poisoning the
CRP set, the direct correlation between C and R has been cut
successfully, enhancing the prediction difficulty of attackers
significantly.

V. PERFORMANCE EVALUATIONS AND

SECURITY ANALYSIS

This section presents the performance evaluations of the
proposed FLAM-PUF on 64-stage and 128-stage variants via
Python simulation. The simulation and modeling attacks are
implemented using Python 3.9 and executed on Windows 10
with 16 GB of main memory, an Intel Core i7-7700HQ CPU
(2.8 GHz), and a Samsung 981A SSD of 512G. We used
the Python-based APUF simulation model built in [48] and
[54]. In this model, each stage delay parameter of APUF
follows Gaussian random distribution (μ = 0.1, δ = 1),
meanwhile we have considered additive random noise with
N(0, 0.01) [14], [55].

A. Uniformity

Uniformity describes the ratio of 1 to 0 in the response.
Actually, if the “1/0” ratio is 50%, the uniformity of a PUF is
ideal. The uniformity can be measured by the hamming weight
(HW) of the response sequence, which is defined as follows:

HW(R) =
N∑

i=1

ri (15)

where ri represents the ith bit in N-bit response R. The
probability of 1 in K responses with N-bits is

P1 = 1

K

K∑

j=1

N∑

i=1

HW(Rj)

N
× 100%. (16)
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(a) (b)

Fig. 7. Uniformity of (a) 64-stage and (b) 128-stage FLAM-PUF.

(a) (b)

Fig. 8. Uniqueness of (a) 64-stage and (b) 128-stage FLAM-PUF.

Fig. 7(a) and (b) illustrates the distribution of P1 of 100
64-stage and 100 128-stage FLAM-PUFs with K = 1000 for
each entity, respectively. The average value of P1 is about
49.73% and 49.99% for 64-stage and 128-stage FLAM-PUFs,
respectively. As we can see, the distribution of P1 of 64-stage
FLAM-PUFs falls within the range of 45%–53%, and over
30% of P1 values roughly equal the ideal value 50%. For
128-stage FLAM-PUFs, all P1 fall within 46%–54%, and over
70% of them are within the range of 49%–51%.

B. Uniqueness

Even with the same structure and challenges, different PUF
entities will generate different responses. Uniqueness indicates
the difference between different PUFs, which is defined with
the inter Hamming distance (HD)

HD(Ri, Rj) =
N∑

n=1

(
Ri[n] ⊕ Rj[n]

)
(17)

where Ri and Rj indicate the responses generated by two differ-
ent PUF entities, PUFi and PUFj, under the same challenges.
N represents the total number of bits in response. For K PUFs
with N-bit response, the normalized inter HD is commonly
employed to measure the uniqueness in

HDnor = 2

K(K − 1)

N−1∑

i=1

N∑

j=i+1

HD(Ri, Rj)

N
× 100%. (18)

The ideal uniqueness is 50% for all PUF entities, which
means half of the bits between two responses are different. Let
K = 2, Fig. 8(a) and (b) plots the distribution of HDnor for 100
pairs of 64-stage and 128-stage FLAM-PUFs with 1000 chal-
lenges for each pair, respectively. The average value of HDnor
is 49.81% and 49.85% for 64-stage and 128-stage FLAM-
PUFs, respectively. All HDnor of 64-stage FLAM-PUFs fall
within 47%–53%, and over 26% of them equal the ideal

(a) (b)

Fig. 9. Reliability of (a) 64-stage and (b) 128-stage FLAM-PUF.

value 50%. For 128-stage FLAM-PUFs, all HDnor fall within
46%–53%, and more than 62% of them are within 49%–51%.

C. Reliability

A PUF is expected to produce the same responses when
receiving the same challenges under different environmental
conditions. The reliability is calculated as follows:

Reliability = 1 − 1

S

S∑

i=1

HD(Ri, Ri,p)

N
× 100%. (19)

A PUF obtains S responses with n bit from the same challenge.
HD(Ri, Ri,p) represents the HD between the sampled value and
the standard value. Ideally, the reliability of a PUF is expected
to be 100%. Fig. 9(a) and (b) measures the average reliability
of 16 64-stage and 128-stage FLAM-PUFs under the same 100
challenges for 100 runs, respectively. All of the reliabilities of
PUF entities are higher than 94%. For example, the average
reliability for 64-stage and 128-stage FLAM-PUFs is 95.59%
and 96.58%, respectively.

D. Threat Model and Security Analysis

Threat Model: As shown in Fig. 2, we first present the
adversary model that is adopted in this work and then analyze
the security of our approach in the presence of adversaries.

1) We assume that attackers can obtain some crucial initial
information, including the circuit structure of FLAM-
PUF, the position of the feedback point, and the initial
state G1 of the first confusion. In the IC supply chain,
the foundry, the test facility, and the end user may all be
untrusted attackers. Hence, attackers may directly access
or use reverse engineering to master the circuit net list
and circuit functions (including feedback point locations
and initial information).

2) Attackers may also be capable of getting part of the orig-
inal CRPs through an untrusted channel. For example,
in PUF-based authentication, a verifier sends a challenge
to a prover. The prover calculates the corresponding
response by the PUF entity and sends it back to the
verifier. An attacker can obtain this CRP if the ver-
ifier and prover transmit the challenge and response
in plain text on an untrusted channel [56]. The direct
CRP of APUF is essentially the intermediate result of
calculation, which is only transmitted and temporarily
stored inside the chip and will not reach the outside
channel through the interface. In consequence, attackers
cannot directly access the FLAM-PUF’s internal circuit,
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especially the original CRPs of APUF, e.g., the critical
1-bit response feedback.

3) However, the state of LFSR in FLAM-PUF is not
allowed to be all 0 [21].

Security Analysis: We take the Galois LFSR as an example
to analyze the security of FLAM-PUF.

1) The reconfigurable LFSR expands the original challenge
C to a group of direct challenges. Usually, static LFSR is
exploited to generate sequences as new challenges with
a fixed algorithm. However, if polynomial coefficients
G(x) are not set properly, the cycles for LFSR to gener-
ate a repeatable sequence may be shortened, which will
significantly weaken the obfuscation and make modeling
attacks easier to be successfully launched. In contrast,
LFSR can generate multiple CRPs for the APUF, i.e.,
{C∗

0, r∗
0}, {C∗

1, r∗
1}, {C∗

2, r∗
2}, . . . Since APUF is subject

to ML-based modeling attacks, an attacker can obtain
the direct CRPs from the APUF. Nevertheless, in our
scheme, the attacker can only access the original chal-
lenge C of the first CRP {C∗

0, r∗
0} and the final response r

of the last CRP, not the direct challenges and responses
of APUF. As a result, the attacker cannot accurately
model the FLAM-PUF based on the misleading CRP
mapping correlations, owing to a vast input space of C∗
and the indirect output r.

2) The final response r or R is a strongly nonlinear func-
tion of the original challenge C. The final response
can be calculated by the XORed several products of the
time delay feature vector �w and the feedback coefficient
G1, G2. An algorithm such as LR [14], which relies on
a linear function to fit the mapping between the origi-
nal challenge and the final response, cannot achieve the
intended prediction accuracy in our scheme, which has
been clearly shown in Section V-E. Notably, we feed
the response back to LFSR to construct a loop circuit
structure, which can simultaneously achieve strong space
and timing confusion. Time confusion is one of FLAM-
PUF’s key characteristics, which benefits from a loop
process, causing the prediction of a r to depend on all
the preceding responses. Thus, the double confusion of
space and time can boost the system complexity and
thus enhance the resistance to modeling attacks.

3) The reconfigurable LFSR randomly updated by 1-bit
response feedback can implant problematic correlations
into the target model of attackers. We feed back the
1-bit direct response to randomly update one feedback
coefficient to introduce (1/2) uncertainty in each cycle.
Specifically, the circuit structure and the position of the
feedback point are public, only if an attacker does not
know the correct r∗

i . For example, as shown in Fig. 4,
there are two possible CRPs in the next cycle, which
will introduce some poisoned data to the dataset for the
ML-based modeling attackers.

Consequently, the response feedback brings at least an expo-
nential uncertainty to the system. For an n-bit response, given
that the total number of poisoned CRPs is n, the probability
of an attacker guessing all n bit responses should be (1/2)n.
For instance, the probability is 5.42e-20 and 2.93e-39 when

n = 64 and 128, respectively. On the other hand, suppose that
the attacker does not know the location of the feedback point,
there will be (n−1) possible feedback coefficients. The attack
difficulty will approximately increase by n times.

E. Resistance to Modeling Attacks

In this section, we evaluate the prediction accuracy of
modeling attacks under four well-known ML algorithms, i.e.,
LR, SVM, CMA-ES, and DNN, to verify the resistance of
FLAM-PUF. Our experiments have modeled three scales of
FLAM-PUF, i.e., 32-stage, 64-stage, and 128-stage, generat-
ing the 1-bit final response at the (n + 1)th and 2nth cycle,
respectively. In addition, the experiment collects 106 CRPs
from each FLAM-PUF instance for testing.

The SVM attack is built on Python’s sklearn library func-
tion sklearn.svm.SVC. All parameters are set by default,
including the regularization parameter C = 0.1 and the
kernel type kernel = “rbf.” We employ ten-fold cross-
validation to test the accuracy of the algorithm. The LR
attack takes advantage of Python’s sklearn library function
sklearn.linear_model.LogisticRegression. Similarly, all param-
eters are set by default, where C = 0.1 and kernel = rbf. It
utilizes the ten-fold cross-validation to test the accuracy of the
algorithm as well. The CMA-ES attack exploits Python’s cma
library function cma.CMAEvolutionStrategy. Most parameters
are set by default. All initial solutions are set to 0, and the
initial standard deviation sigma0 = 0.5. Moreover, we take
70% of the CRP set as the training set and the remaining 30%
as the test set. For the DNN attack, we construct a four-layer
neural network, also taking 70% of the CRP set as the training
set and the remaining 30% as the test set.

All initial solutions are set to 0, and the initial standard
deviation sigma0 = 0.5. Moreover, we take 70% of the CRP
set as the training set and the remaining 30% as the test set.
For the DNN attack, we construct a four-layer neural network,
also taking 70% of the CRP set as the training set and the
remaining 30% as the test set.

Fig. 10 demonstrates that in the presence of the modeling
attacks with 106 CRPs data set, the prediction accuracy val-
ues of the FLAM-PUF fluctuate around 50%, and they all
fall below 55% without an apparent rising trend, indicating its
excellent resistance to state-of-the-art modeling attacks. It can
be seen from the four figures that when the data set is small
(≤ 104), the prediction accuracy fluctuates relatively remark-
ably, owing to the uneven data distribution. The fluctuation
of the prediction accuracy tends to converge around 50% as
the number of CRPs exceeds 105. It is also noteworthy that
it is sufficient to use up to 106 CRPs to train and verify the
security of our solution.

Specifically, the prediction accuracy of the LR algorithm is
not less than 50% and its fluctuation range is the smallest.
To solve the problem that the LR and SVM may fall into
the local optimal solution, CMA-ES updates the parameters
in a randomized manner, but its convergence is not as good
as LR and SVM. The model established by DNN in a black-
box manner may significantly mismatch with the actual CRPs
mapping, and most prediction results are lower than 50%.

Authorized licensed use limited to: Chinese University of Hong Kong. Downloaded on July 30,2023 at 11:44:56 UTC from IEEE Xplore.  Restrictions apply. 



4442 IEEE TRANSACTIONS ON COMPUTER-AIDED DESIGN OF INTEGRATED CIRCUITS AND SYSTEMS, VOL. 41, NO. 11, NOVEMBER 2022

(a) (b) (c) (d)

Fig. 10. Resistance of FLAM-PUF under four ML algorithms (i.e., LR, SVM, CMA-ES, and DNN). (a) Resistance against SVM attacks. (b) Resistance
against LR attacks. (c) Resistance against CMA-ES attacks. (d) Resistance against DNN attacks.

TABLE II
COMPARISON ON PRIMARY METRICS BETWEEN FLAM-PUF AND PRIOR STRONG PUFS

Thanks to the response feedback-controlled LFSR, the
FLAM-PUF input-output mapping is a robust nonlinear func-
tion, resisting the linear modeling attacks for feature vectors.
The LR and SVM algorithms are more suitable for linear rela-
tions, with a poor fitting effect on nonlinear functions. The
CMA-ES algorithm can solve nonlinear nonconvex functions,
yet the convergence speed is slow due to the random update
strategy. Although DNNs can build nonlinear models as an
empirical black-box model at the cost of increasing param-
eters by manual setting, it lacks targeted analysis and thus
becomes ineffective if used for modeling our proposed PUFs.

To summarize, as shown in Table II, the uniqueness and
uniformity of our FLAM-PUF are all close to the ideal value of
50%. The reliability is higher than 95%, which is comparable
to other works. The prediction accuracy of the four typical
attack algorithms is lower than 55%, which is approximate to
random guessing. Our proposed PUF can well balance safety
and performance. It is worth noting that the PUFs proposed
in [22] and [57] both adopt a reliability enhancement method.

F. Hardware Cost Comparisons

The CMOS technology of 65 nm has become the de-
facto standard in mainstream processor manufacturers these
years. According to [21], Table III lists the gate equiva-
lent (GE) in 65-nm CMOS technology. A GE stands for
a unit of measure which allows specifying manufacturing-
technology-independent complexity of digital electronic cir-
cuits. In Table IV, we compare the number of GEs of
FLAM-PUF with state-of-the-art robust strong PUFs under the
same attack prediction accuracy (i.e., roughly 50%).

First, we take 128-stage APUF as an example to illustrate
the calculation of GE. In the 128-stage APUF, the multiplexers
chain consists of 128 × 2 = 256 MUXs, and the arbiter is

TABLE III
GE HARDWARE OVERHEAD IN 65-NM CMOS TECHNOLOGY

realized with a flip-flop. According to Table III, it is easy to
calculate the total number of GEs required for a 128-stage
APUF is equal to (256 × 2.5 + 1 × 6.25) ≈ 646. Besides
APUF, the LFSR incurs the primary hardware cost of FLAM-
PUF, which is roughly 3× the number of GEs of a standard
APUF. For instance, a 128-stage reconfigurable LFSR in our
design includes 128 flip-flops as registers, 127 2-input XOR,
126 2-input AND, and 2 2-input NAND as feedback module.
As Table IV shows, the total number of GEs required for a
128-stage FLAM-PUF is (256 × 2.5 + 129 × 6.25 + 127 ×
2.5 + 126 × 1.5 + 2 × 1) ≈ 1955. In contrast, x-XOR APUF
is resistant to LR attacks only when x is very large, but the
hardware overhead overgrows as x increases. The 128-stage
x-XOR APUF with x ≤ 7 can be successfully attacked by
LR algorithm [57]. While the 8-XOR APUF calculating the
responses of 8 APUFs via XOR operations will incur about 8×
the number of GEs of a single APUF, i.e., about 5100 GEs. In
Ising-PUF [15], each cell PUF includes a 4-stage APUF and
corresponding control circuits. The 128-stage Ising-PUF costs
about 7000 GEs, i.e., 3.6× the number of GEs of our scheme.

Similarly, 64-stage 8-XOR APUF costs about half of the
number of GES of 128-stage 8-XOR APUF. The (x, y)-iPUF
combines an n stage x-XOR APUF with an (n+1)-stage y-XOR.
The hardware overhead of a (x, y)-iPUF is close to (x + y)×
of an APUF. The (1, 9)-iPUF of 64-stage and (8, 8)-iPUF
of 64-stage in [54] require about 10× and 16× the number
of GEs of a 64-stage APUF, respectively. As we can see in
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TABLE IV
HARDWARE COST COMPARISON OF FLAM-PUF WITH OTHER ROBUST PUFS UNDER THE SAME ATTACK PREDICTION ACCURACY

Table IV, the Ising-PUF, (1, 9)-iPUF, and (8, 8)-iPUF of 64-
stage need about 3.6×, 3.3×, and 5.3× of hardware cost of the
64-stage FLAM-PUF, respectively. The experimental results
in [17] show that a 64-stage CT-PUF needs 731 look-up tables
(LUTs) and 486 flip-flops. Each LUT is roughly equivalent to
10–20 prime logical gates, and the number of GEs required
for the entire circuit is larger than 10 000.

In summary, compared with classic robust strong PUFs, i.e.,
x-XOR APUF, Ising-PUF, iPUF, and CT PUF, FLAM-PUF
can reduce at least 62% hardware overhead in 64-stage and
128-stage.

Evaluation Summary: FLAM-PUF can achieve excellent
resistance to widely used modeling algorithms by introducing
nonlinear obfuscation and exponential uncertainty. When the
attack model is very close to the PUF mapping, the prediction
accuracy of the attack algorithm on the test set is high, indicat-
ing a successful attack. In the experiment, the results for the
1-bit response can only be 1 or 0. Hence, when the prediction
accuracy is close to 50%, indicating a failing attack. FLAM-
PUF as a defense entity makes the prediction accuracy of all
four attack algorithms around 50%, showing that it can well
resist existing modeling attacks. FLAM-PUF mainly consists
of a reconfigurable Galois LFSR and an APUF. Compared with
state-of-the-art robust strong PUFs, FLAM-PUF is lightweight
and can achieve more than a 62% reduction in hardware
overhead in 64-stage and 128-stage.

VI. CONCLUSION

We presented FLAM-PUF, the first response feedback-based
lightweight PUF with high anti-ML-attack ability. FLAM-
PUF was mainly composed of a reconfigurable LFSR and
an APUF. Specifically, FLAM-PUF leverages a cost-effective
feedback loop structure to control and update the LFSR con-
figuration dynamically, achieving at least a 62% reduction in
hardware cost compared with state-of-the-art robust strong
PUFs. In addition to exploiting a n-bit response feedback-
controlled reconfigurable Galois LFSR to enlarge the original
challenge space of the APUF, FLAM-PUF feeds back a 1-bit
response in every cycle to intentionally poison the data of the
CRP set for training, by randomly updating one coefficient
of feedback polynomial to implant problematic correlations
into the target model of attackers. The extensive experimental
results demonstrated that FLAM-PUF achieves near-optimal

uniformity, uniqueness, and reliability, and works well under
standard attack models with public crucial initial information.
The prediction accuracy of modeling attacks against FLAM-
PUF is nearly 50% under the four widely used ML algorithms,
i.e., LR, SVM, DNN, and CMA-ES. On the other hand,
our solution requires at least (n + 1) cycles to generate the
final responses. We next intend to design more efficient PUF
solutions in both area and time delay.
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