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Abstract—Privacy is a pivotal issue of mobile apps because there is a plethora of personal and sensitive information in smartphones.

Many mechanisms and tools are proposed to detect and mitigate privacy leaks. However, they rarely consider users’ preferences and

expectations. Users hold various expectation towards different mobile apps. For example, users may allow a social app to access their

photos rather than a game app because it goes beyond users’ expectation to access personal photos. Therefore, we believe it is

practical and beneficial to understand users’ privacy expectations on various mobile apps and help them mitigate privacy risks

introduced by smartphones. To achieve this objective, we propose and implement PriWe, a system based on crowdsourcing driven by

users who contribute privacy permission settings of the apps installed on their smartphones. PriWe leverages the crowdsourced

permission settings to understand users’ privacy expectations and provides app specific recommendations to mitigate information

leakage. We deployed PriWe in the real world for evaluation. According to the feedback of 78 users who evaluated our system and 422

participants who completed our survey, PriWe is able to make proper recommendations which can match participants’ privacy

expectations and are mostly accepted by users, thereby help them to mitigate privacy disclosure in smartphones.

Index Terms—Mobile privacy, mobile applications, recommendation, crowdsourcing
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1 INTRODUCTION

MOBILE devices like smartphones or tablets are so popu-
lar today that billions of users all around the world

are relying on them to handle personal and business affairs,
like emails, calendar management, entertainment, etc.
Unfortunately, the wide adoption of such devices are com-
ing with some potential privacy threats, as they have gained
access to lots of personal and sensitive data, such as user
locations, contacts, and so on.

To mitigate such threats, system vendors have provided
several mechanisms to confine the sensitive information
accessible to mobile apps. For example, iOS from Apple has

menu entries that enable users to control whether an app
could access certain sensitive data sources. For Android,
one of the most popular mobile platforms, its latest version
(i.e., Android M released in May 2015) has similar fine-
grained permission control mechanisms to replace its previ-
ous ineffective “all-or-none” scheme [1].

However, such a fine-grained control framework has its
own drawbacks. For example, not all users have enough
background knowledge to make the privacy configuration
correctly. Also, there are so many apps and different per-
missions that it is really a tedious and challenging job for
users to set all of them up. Finally, users hold different atti-
tudes to the privacy, so there is no simple rule that can fit all
demands. Some may be willing to provide some informa-
tion for better services and experiences, while others may
be reluctant to share sensitive data due to privacy concern.
To achieve the best trade-off for each user, it is significant
and beneficial to understand their expectations of privacy
and help them to set the privacy permission accordingly.

In this paper, we propose a novel method that can help
users establish their privacy settings properly and quickly.
Our method is based on some key insights on how users
decide whether to grant permission to an app or not. First,
the decision depends on a user’s specific privacy preference
or concerns, for example, whether a user cares more about
geographical location than contact lists. Second, the decision
is also related to a user’s expectations on certain apps, for
example, a user would expect an alarm app to access calen-
dar, but would not expect that app to access his/her current
geographical location. Thus, the privacy permission should
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be based on users’ own preferences and expectations rather
security experts’ suggestions. More details and discussions
will be provided in Section 2.

The method proposed in this paper is first to learn the
similarities among users in terms of privacy preferences
and privacy expectations on apps, and then to recommend
appropriate permission settings to users based on such sim-
ilarities. The rationale behind our method is that: users who
share similar preferences on certain private data and/or pri-
vacy expectations on apps are more likely to make similar
decisions in related privacy items.

To prove our proposed method, we have designed and
implemented a system called PriWe, and evaluated it with
lots of real world users (with 422 participants who finished
our survey, and 78 recruited volunteers who provide feed-
back to our system). The results show that PriWe indeed is
able to make proper recommendations that match users’
privacy expectations and thus are mostly accepted by users.

Our Contributions. In this paper we make following
contributions:

� We proposed PriWe to understand users’ expecta-
tions of privacy on mobile apps using the crowd-
sourcing mechanism.

� We proposed a novel recommendation approach,
combining the item-based and user-based collabora-
tive filtering methods for generating the recommen-
dations for users’ privacy permission settings.

� We implemented and deployed PriWe in the real
world for evaluation. We collected the feedback of 78
users who evaluated our system and 422 participants
who completed our investigations. According to the
results, PriWe can make recommendations which are
mostly accepted by users, thereby help them to make
informed decisions andmitigate privacy disclosure.

2 USERS’ EXPECTATION OF PRIVACY

Taking a step back, we discuss the privacy in this section
and figure out why understanding the individual expecta-
tion of privacy towards mobile apps is vital and beneficial.

Privacy is by nomeans a fad ofmodern society. In 1890, two
U.S. lawyers proposed a prevalent definition, private life, hab-
its, act, relations and the right to be alone [2].With the prolifer-
ation of information technology, Wesin proposed that privacy
is the claim of individuals, groups, or institutions to determine
for themselves when, how, and to what extent information
about them is communicated to others, and it came to be
known as information privacy [3]. These two acknowledged
definitions both emphasized that privacy to people should
include the ability to express themselves selectively. The
expression is driven by the individual expectation of privacy.

Another conceptual framework for understanding pri-
vacy expectations, called contextual integrity, suggests that
privacy comprises appropriateness and distribution [4].
More specifically, appropriateness focuses on whether the
revelation of a particular piece of information is appropriate
in a given context. For example, users’ location data can be
proffered in a map app rather than in a game app [5]. On
the contrary, distribution defines the occurrence of an infor-
mation transfer from one party to another. For instance, one
person is willing to share his/her data with friends instead

of strangers. Therefore, there is a trade-off between services
and privacy. People’s expectation of privacy is just a reflec-
tion of such trade-offs.

Using mobile apps is a typical scenario due to the discus-
sion. Mobile devices, especially smartphones, have become
an important platform which can provide multifarious serv-
ices [6], [7], [8], [9]. There is almost no way to 100 percent
protect users’ information when they are using smart-
phones. More importantly, users also have ambivalent atti-
tudes towards the data usage of mobile apps. They want to
provide their data selectively based on their privacy expect-
ations over mobile apps. On the one hand, we yearn for bet-
ter services and performances so that we are willing to
provide some information. On the other hand, in general
we are reluctant to share information because we also hope
that our sensitive data could be preserved. Thus, under-
standing the users’ privacy expectation on mobile apps is a
key point for addressing the privacy issues.

Furthermore, there is a significant difference between our
work and the existing ones from the security perspective
[10]. More specifically, security perspectives assume that
there are correct options for the privacy permission settings
or other security issues. They believe the opinions from secu-
rity experts should be more useful and valuable as well.
However, our pursuit is the balance between usability and
privacy. There is no absolute right answer in our design and
all the privacy permission settings are based on the users’
expectations. Namely, we consider the people’s own prefer-
ence is appropriate even if it is against experts’ suggestions.
For example, some users do not understand security well
and their settings are insecure according to experts’ points of
view. However, they may not care that much on security but
want a more convenient usage of the apps instead. Then our
recommendation will also sacrifice the security degree to
add the usability accordingly. That is also the underpinning
of ourmethod and system.

3 SYSTEM DESIGN

Our previous paper proposed a prototype of this system
[11]. In this section, we show the architecture of PriWe and
elaborate on the mechanism we proposed to generate rec-
ommendations for privacy settings in smartphones.

3.1 Architecture

We have two intentions in our mind when designing PriWe.
First, PriWe can help users to make better decisions on pri-
vacy settings in their own smartphones. Second, the pro-
cesses of analyzing crowdsourced data and generating
recommendations should be completed on a server due to
the limited capability of smartphones. To achieve these
intentions, we design the system, as illustrated in Fig. 1.

A mobile app is deployed to a smartphone to collect pri-
vacy settings from users. The mobile app of PriWe should
consist of several features and provide various user-interfaces
to interact with users. First, it can automatically scan the apps
installed on the smartphone and identify them by names. The
user can browse the privacy permission settings of each app
accordingly. Second, the PriWe app can apply the recommen-
dations generated by the server. For example, the app allows
users to set/change the privacy permission of each mobile

LIU ET AL.: UNDERSTANDING MOBILE USERS’ PRIVACY EXPECTATIONS: A RECOMMENDATION-BASED METHOD THROUGH... 305

Authorized licensed use limited to: Chinese University of Hong Kong. Downloaded on July 30,2023 at 14:26:56 UTC from IEEE Xplore.  Restrictions apply. 



app installed on smartphones; it also can set the privacy per-
missions automatically when users attempt to apply the rec-
ommendations provided by the server. Finally, the PriWe
app itself should hold the data access permissions as few as
possible. Because the ultimate goal of our project is to help
users make better decisions for privacy settings and mitigate
potential privacy risk accordingly, our system should not be a
privacy risk in any event.

The server side of PriWe has two key components, which
are responsible for preprocessing the crowdsourced data
and generating the recommendations, respectively. More
specifically, the former components aim to preprocess the
collected data, such as validation and classification; the lat-
ter one mainly focuses on generating recommendations for
various mobile apps from different users. The proposed rec-
ommendation algorithm is deployed in this component. All
the information, including the raw crowdsourced data and
processed results, will be saved to an inbuilt database. The
two components play a pivotal role on the server side, so
we elaborate on them subsequently.

3.2 Recommendation Mechanism

In this section, we elaborate on the recommendation mecha-
nism in PriWe. We present the reason we chose recommen-
dation algorithm and the basic idea behind it in Section
3.2.1. Subsequently, we illustrate the item- and user-based
collaborative filtering recommendation approaches in
Section 3.2.2. Finally, we show how these two methods are
fused to generate the recommendations of PriWe.

3.2.1 Basic Idea

Can you imagine what you will do, when you want to set
the privacy permissions on your smartphone meanwhile
you have no idea how to set them appropriately? One of the
most immediate and intuitive thought is to ask someone or
google it for others’ suggestions. In this case, you actually
want others to make some recommendations to you for set-
ting the permissions. This is the reason why we adopt rec-
ommendation approaches to address the privacy issue. The
basic idea for our work is that we want to, on behalf of you,
collect the opinions from the people who have similar con-
cerns with you.

However, the traditional recommendation systems aimed
to recommend attractive and interesting commodities to cus-
tomers in some e-commerce markets, such as Amazon and
Taobao. We do not have customers and commodities; rather
we have smartphone users and privacy settings. We consider
that the people with similar backgrounds, habits or ages may

have similar privacy preferences. Thus, each user is mapped
to a customer, and each privacy setting is mapped to a com-
modity. Therefore, the collaborative filtering algorithms can
play an expected role in ourwork. Collaborative filtering tech-
niquehas a longhistory and thrive recently. The twomain cat-
egories are memory-based and model-based methods [12].
User- and item- based collaborative filtering are two key algo-
rithms in memory-based methods. Model-based methods
contain cluster-based CF, Bayesian classifiers, regression-
based methods, and slope-one method, to name a few. There
are also some state-of-the-art algorithms based on low-rank
matrix factorization, such as regularized SVD method, Non-
negative Matrix Factorization, and Probabilistic Matrix Fac-
torization, etc. Compared to the other two categories,
memory-based algorithms have the following advantages :
(1) They are nonparametric algorithms that depend less on
the assumed model. Since we are studying from the data, we
do not know the true model. Thus, any assumed model may
restrict our usage of information. (2) They are easy to be popu-
larized to higher dimensions. Although there are some techni-
ques dealing with higher-order matrices, or tensors, matrix
factorization can be very tedious and computationally heavy.
On the contrary, user- and item-based algorithms are easy to
compute and understand. (3) User-based algorithm is very
robust on user count and item-based algorithm is robust on
item count as well. Thus, our hybrid algorithm will be more
robust on both user and item counts compared to other algo-
rithms. Namely, our hybrid algorithm is more robust on sam-
ple size than other algorithms. (4) Despite of some parameters
introduced to hybrid user- and item-based algorithms, our
algorithm requires fewer parameters than the other algo-
rithms. As a result, only a few parameters should be adjusted
and the computation can be faster accordingly.

While all kinds of algorithms have their own pros and
cons, in our situation, we think the above advantages of
memory-based methods are more important to our interest.
Thus, we only consider an improved algorithm regarding to
user- and item-based algorithms, which are the two main
algorithms in memory-based category. Therefore, to achieve
better performances and overcome their intrinsic draw-
backs, we combine the two collaborative filtering algorithms
based on the conditional probability. The method can gener-
ate the recommendations for different persons according to
the crowdsourced privacy permission settings.

According to the basic idea, our recommendation algo-
rithm is initialized by the crowdsourced users’ privacy per-
mission settings rather than some experts’ opinions. That is
because we believe users’ expectation should be the key to
set the privacy permissions of their mobile apps.

3.2.2 Item- and User-Based Collaborative Filtering

We assume that there are K users, each user has M apps.
Each app holds N data access permissions. We define ri;a;g
as the setting of data permission g of the app a set by the
user i. More specifically, the users set the privacy setting by
the dichotomous variable {0, 1}, where ri;a;g ¼ 0 denotes that
the users are averse to share the data with anyone, whereas
ri;a;g ¼ 1 means the participant allows the disclosure of that
information. However, the users may not have a clear
understanding to various privacy permissions, and it is
arduous for them to establish all of the privacy settings. The

Fig. 1. The overview of PriWe,which insists of amobile app and a server.
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recommendations made by PriWe can help the users to set
the data access permission if they have ambiguous under-
standing of the associated data. We propose a recommenda-
tion mechanism by drawing inspiration from the user-
based and item-based collaborative filtering approaches, as
portrayed in Fig. 2. The following two examples further
illustrate these two approaches.

Example 1. Two users, i and j, both installed two apps a; b
in the smartphone, and each app holds two permissions
g; h. The user i and j both allow the app a to get the corre-
sponding data permissions, by setting ri;a;g ¼ 1 & ri;a;h ¼
1 and rj;a;g ¼ 1 & rj;a;h ¼ 1. In this situation, we consider
that they may have similar privacy preferences. If the
user i set ri;b;g ¼ 0 to prohibit the access permission g of
the app b, then user j is likely to have the same choice on
this setting.

Example 2. Two apps, a0 and b0, both are installed in the
smartphone carried by the user i0 and user j0. The apps a0

and b0 hold the permissions g0 and h0, respectively. If the
users i0 and j0 both reject the data access, namely setting
the ri0;a0;g0 ¼ 0 & ri0;b0;h0 ¼ 0 and rj0;a0;g0 ¼ 0 & rj0;b0;h0 ¼ 0. In

this case, the permission g0 of app a0 and permission h0 of
app b0 can be considered as two similar ones because they
are both rejected by the users i0 and j0. The more users,
the higher similarity. Thus, when newcomers have the
negative opinion to the privacy permission g0 of app a0,
we also recommend them to reject the data access of per-
mission h0 of app b0.

The examples illustrate the user-based and item-based
collaborative filtering approaches. Based on the examples,
the key of applying the collaborative filtering approaches is
to find similar apps and the people who have the similar
privacy preferences. Thus, we calculate the similarity of
users and apps, respectively.

We define suði; jÞ as the similarity between the user i
and j. The similarity reflects how similar the users i and j
are, particularly, how many of the same privacy settings
the two users have. The more such settings, the higher
similarity between them. Thus, we calculate similarity
between user i and j through Eq. (1), based on the Pearson
correlation coefficient. The possible similarity values are
between �1 and þ1, where values near 1 indicate a strong
similarity. Furthermore, to improve the accuracy of
results, we also consider various basic information of the
users, including, occupation, age, gender and smartphone
daily usage. More specifically, we thought that the users
who have similar basic information may have similar pri-
vacy preferences. PriWe will first categorize the users into
different groups due to their backgrounds, habits and
ages. Then, PriWe calculates the similarity between the
users in the same group and those in the different group
afterwards

suði; jÞ ¼
P

a2M
P

g2Nðri;a;g � riÞðrj;a;g � rjÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP
a2M

P
g2Nðri;a;g � �riÞ2

q ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP
a2M

P
g2Nðrj;a;g � �rj

q
Þ2
:

(1)

We obtain the set of similar users by applying a threshold or
top�N strategy. The top�N set of similar users for user i,
SuðiÞ can be generated according as

SuðiÞ ¼ fjjrank suði; jÞ � Ng: (2)

Likewise, we define siðg; hÞ as the similarity between the
privacy permission g and h. The similarity is based on the
existing users’ settings as illustrated in the Example 2. To
calculate the similarity, we adopt the adjusted cosine simi-
larity to take the differences of the average setting behaviors
of the users into account, as shown in Eq. (3). We also select
top�N similar items according to Eq. (4)

siðg; hÞ ¼
P

i2K
P

a2Mðri;a;g � riÞðri;a;h � riÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP
i2K
P

a2Mðri;a;g � riÞ2
q ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP

i2K
P

a2Mðri;a;h � riÞ2
q

(3)

SiðgÞ ¼ fhjrank siðg; hÞ � Ng: (4)

The results for the adjusted cosine measure correspondingly
range from �1 to þ1, as in the Pearson measure. We
adopted Pearson correlation coefficient and the adjusted
cosine similarity to calculate the similarity between users
and permission settings, respectively. The empirical analy-
sis showed that for user-based recommender systems by
far, the Pearson correlation coefficient outperforms other
measures of comparing users [13]. However, it has been
presented that the adjusted cosine similarity consistently
outperforms the Pearson correlation metric in the item-
based recommendation situations.

Fig. 2. Generating recommendation of data access permissions for
Android apps is based on the user- and item-based collaborative filtering
algorithm.
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3.2.3 Putting It All Together

After calculating the similarities suði; jÞ and siðg; hÞ, we pro-
pose a probabilistic-based similarity fusion framework and
adopt it to generate a more robust similarity and overcome
the data sparsity problem, which is an obstacle to ourwork in
real-world deployment. The basic idea is that we provide dif-
ferentweights to the two similarities suði; jÞ and siðg; hÞ based
on the probability, and combine them accordingly. Thus, the
user-based and item-based collaborative filtering approaches
are only two special cases in the unified algorithm.We elabo-
rate on the algorithm in the remainder of the section.

Assume we want to make a recommendation for user x
about the privacy setting of permission z of app y in his
smartphone, namely obtaining rx;y;z. Due to the aforemen-
tioned discussion, user-based recommendation algorithm
only considers privacy settings provided by similar users.
We define the existing privacy settings for calculating rx;y;z
as a set, US, where USx;y;z ¼ fri;y;zji 2 SuðxÞg. Likewise,
item-based recommendation considers privacy settings
from similar items. We also define a set, IS, where ISx;y;z ¼
frx;a;gjg 2 SiðzÞg. The similarity fusion algorithm considers
these two sets jointly, i.e., UIS, where UISx;y;z ¼
fri;a;gji 2 SuðxÞ; g 2 SiðzÞ; x 6¼ i; z 6¼ gg.

When we scrutinize the crowdsourced privacy settings
from different users, we find people have really different
preferences to the same permission due to their intrinsic
traits. To decrease the effect, we first normalize the collected
privacy settings by removing the average values, as shown as

px;y;zðri;a;gÞ ¼ ri;a;g � ðri � rxÞ � ðra;g � ry;zÞ: (5)

The px;y;zðri;a;gÞ serves as a normalized function of the pri-
vacy setting of the permission z of the app y set by the user
x, based on the existing crowdsourced privacy setting ri;a;g.
ra;g and ry;z are the mean of the privacy setting of the per-
mission g of the app a and the privacy setting of the permis-
sion z of the app y, respectively.

We define a sample space of the privacy settings as
Fr ¼ f;; 0; 1; 2; . . . ; rg without loss of generality. In our case,
there are actually three options, f;; 0; 1g. The ; denotes the
unknown privacy settings, 0 means users regard the infor-
mation as private, and 1 presents that users allow the disclo-
sure of that information. Let ri;a;g denote a crowdsourced
privacy setting of the permission g of the app a, which is
provided by the user i, over the sample space Fr. Then we
define Pðrx;y;zjVx;y;zÞ as a conditional probability of the deci-
sion made by user x on permission z of app y, given a set of
normalized settings, Vx;y;z, where

Vx;y;z ¼ fpx;y;zðri;a;gÞjri;a;g 6¼ ;g: (6)

Thus, considering the set of normalized settings based on
user-based similarity and item-based similarity (i.e.,
ri;a;g 2 USx;y;z \ ISx;y;z), we can get the conditional probabil-
ity in the light of the normalized privacy settings from the
set USx;y;z and ISx;y;z as presented

Pðrx;y;zjVx;y;zÞ
¼ Pðrx;y;zjUS; ISÞ
¼ Pðrx;y;zjfpx;y;zðri;a;gÞjri;a;g 2 US [ ISgÞ:

(7)

We introduce two independent binary indicators I1 and I2
to present the dependency on set US and IS. That is, I1 ¼ 1
corresponds to dependency on the set US while I1 ¼ 0 indi-
cates independency. Likewise, I2 ¼ 1 states rx;y;z depends
on the set IS while I2 ¼ 0 indicates rx;y;z is independent of
IS. Therefore, given the two sets US and IS, we can derive
Eq. (8) based on the indicators I1 and I2

Pðrx;y;zjUS; ISÞ
¼
X
I1

X
I2

Pðrx;y;zjI1; I2; US; ISÞPðI1; I2jUS; ISÞ

¼ Pðrx;y;zjI1 ¼ 0; I2 ¼ 0; US; ISÞPðI1 ¼ 0; I2 ¼ 0jUS; ISÞ
þ Pðrx;y;zjI1 ¼ 1; I2 ¼ 0; US; ISÞPðI1 ¼ 1; I2 ¼ 0jUS; ISÞ
þ Pðrx;y;zjI1 ¼ 0; I2 ¼ 1; US; ISÞPðI1 ¼ 0; I2 ¼ 1jUS; ISÞ
þ Pðrx;y;zjI1 ¼ 1; I2 ¼ 1; US; ISÞPðI1 ¼ 1; I2 ¼ 1jUS; ISÞ:

(8)

According to the definition of indicators I1; I2, rx;y;z is inde-
pendent from US when I1 ¼ 0 and is irrelevant to IS if
I2 ¼ 0. Thus, Pðrx;y;zjI1 ¼ 1; I2 ¼ 0; US; ISÞ ¼ Pðrx;y;zjUSÞ,
Pðrx;y;zjI1 ¼ 0; I2 ¼ 1; US; ISÞ ¼ Pðrx;y;zjISÞ. Moreover, we
cannot generate any recommendation without the sets US
and IS, which means Pðrx;y;zjI1 ¼ 0; I2 ¼ 0; US; ISÞ ¼ 0.
When we consider the sets US and IS jointly, these two sets
can be regarded as the set UIS. Namely, Pðrx;y;zjI1 ¼ 1;
I2 ¼ 1; US; ISÞ ¼ Pðrx;y;zjUISÞ. Therefore, we can obtain

Pðrx;y;zjUS; ISÞ
¼ Pðrx;y;zjUSÞPðI1 ¼ 1; I2 ¼ 0jUS; ISÞ
þ Pðrx;y;zjISÞPðI1 ¼ 0; I2 ¼ 1jUS; ISÞ
þ Pðrx;y;zjUISÞPðI1 ¼ 1; I2 ¼ 1jUS; ISÞ:

(9)

For easy computation, we introduce two parameters � and d

in Eq. (10), assuming PðI1 ¼ 1jUS; ISÞ ¼ � and PðI2 ¼ 1j
US; ISÞ ¼ d. According to the Eq. (10), the rx;y;z depends on
both set US and IS, namely UIS, when � ¼ 1 and d ¼ 1.
Likewise, the rx;y;z has 0.5 probability dependent on US, if
� ¼ 0:5; the set IS also can play a half role when d is set
to 0.5

Pðrx;y;zjUS; ISÞ
¼ Pðrx;y;zjUSÞ�ð1� dÞ
þ Pðrx;y;zjISÞð1� �Þdþ Pðrx;y;zjUISÞ�d:

(10)

Afterwards, we can get the estimated privacy settings rx;y;z,
as presented in Eq. (11). We can determine the parameter �
and d through iteration in the experiments

brx;y;z ¼XFr

t¼1

tPðrx;y;z ¼ tjUS; ISÞ

¼
 XFr

t¼1

tPðrx;y;z ¼ tjUISÞ�d
!
þ XFr

t¼1

tPðrx;y;z ¼ tjUSÞ�ð1� dÞ
!
þ XFr

t¼1

tPðrx;y;z ¼ tjISÞð1� �Þd
!
:

(11)
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Now we need to estimate the conditional probability in
Eq. (11), namely, Pðrx;y;z ¼ tjUISÞ, Pðrx;y;z ¼ tjUSÞ, and
Pðrx;y;z ¼ tjISÞ. The basic idea of the estimation is to calcu-
late the likelihood of rx;y;z to be similar to ri;a;g based on the
sets US, IS, and UIS. Hence, we make use of the similarity
between users to calculate the likelihood based on US, as
shown in Eq. (12). Likewise, the similarity function sið:Þ is
used to compute the likelihood based on the set IS, as pre-
sented in Eq. (13)

Pðrx;y;z ¼ tjUSÞ

¼
P

8ri;a;g:ðri;a;g2USx;y;zÞ^ðpx;y;zðri;a;gÞ¼tÞ suði; xÞP
8ri;a;g :ri;a;g2USx;y;z suði; xÞ

(12)

Pðrx;y;z ¼ tjISÞ

¼
P

8ri;u;a:ðri;a;g2ISx;y;zÞ^ðpx;y;zðri;a;gÞ¼tÞ siðg; zÞP
8ri;a;g:ri;a;g2ISx;y;z siðg; zÞ

:
(13)

Calculating the likelihood based on UIS is a little tricky. We
consider the probability estimation as the combination of
the similarity function suð:Þ and sið:Þ. More specifically, we
use euclidean distance to produce the similarity function, as
illustrated in Eq. (15)

Pðrx;y;z ¼ tjUISÞ

¼
P

8ri;a;g:ðri;a;g2UISx;y;zÞ^ðpx;y;zðri;a;gÞ¼tÞ suiðri;a;g; rx;y;zÞP
8ri;a;g :ri;a;g2UISx;y;z suiðri;a;g; rx;y;zÞ

(14)

suiðri;a;g; rx;y;zÞ ¼ 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð 1
suði;xÞÞ

2 þ ð 1
siðg;zÞÞ

2
q : (15)

Now, we can get the results in Eq. (16), combining the above
estimations of conditional probability

brx;y;z ¼X
ri;a;g

px;y;zðri;a;gÞWi;a;g
x;y;z; (16)

where

Wi;a;g
x;y;z ¼

suði;xÞP
ri;a;g2US suði;xÞ�ð1� dÞ ri;a;g 2 US

siðg;zÞP
ri;a;g2IS siðg;zÞ

ð1� �Þ dri;a;g 2 IS

suiðri;a;g;rx;y;zÞP
ri;a;g2UIS suiðri;a;g;rx;y;zÞ

�d ri;a;g 2 UIS:

8>>>>><>>>>>:
(17)

So far, we have elaborated on the process of recommenda-
tion based on the crowdsourced privacy settings. The only
thing is to determine the parameters � and d. When we
deploy the system in the real world, we find these two
parameters, � and d, reach their optimal at 0.7 and 0.5,
respectively. According to the illustration of algorithm, the
parameters are determined by the dataset, which means
they are adaptive. More details are presented in Section 5.3.

4 IMPLEMENTATION

In this section, we describe the implementation of PriWe,
including both the app side and server side. The implemen-
tation architecture of PriWe is illustrated in Fig. 3.

4.1 PriWe App

Our prototype of PriWe app is implemented on Google/LG
Nexus 4 handset running with Android version 4.4. It has
been tested on other real world Android devices with
Android versions ranging from 4.0.3 to 5.1.1.

There are two major objectives when designing the
PriWe mobile app. First, it should provide some user input
elements that enable users to set or change permission set-
tings related to privacy. Such settings will then be sent back
to server for generating recommendations. Second, the
PriWe app should be able to apply the recommendation
results received from server. It can set the privacy permis-
sions automatically when a user has confirmed to take the
recommended settings. It also provides some extra features
to improve user experiences. As shown in Fig. 3, users can
browse what apps have been installed on their smart-
phones, and what data access permission the apps have

Fig. 3. The implementation architecture of PriWe.
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been granted. All of these are done with help from standard
APIs in official Android SDK. For example, function Packag-
eManager.getInstalledPackages(0) can retrieve installed apps
in the smartphone. Function PackageInfo.requestedPermissions
can scrutinize the privacy permissions of each app. Such
functions can return all the granted permissions of each app

for users to review. However, it is arduous for users to read
all the permissions with such a small screen of smartphone,
so we summarize eleven types of abused data and permis-
sions of Android apps and discuss their potential risks, as
shown in Table 1. The summary is based on some freeform
comments on the Internet [14], [15], research papers on the
Android system and analysis of smartphone apps [16], [17],
[18], [19], [20], security and privacy tips from official guide-
lines [21], and a survey on information security and privacy
of Android apps [22].

In order to change the permission settings, the PriWe app
needs root privilege or to run as a system level process.
However, it should not be a problem, as the methods pro-
posed in this paper is expected to be adopted by Android
system vendors and device manufacturers like Google and
Samsung, and any built-in app from such companies can
easily gain root privileges. For security reasons, we do not
advocate users to root their smartphones which could open
more attacking surfaces.

There are two different approaches to apply the recom-
mended permission settings, depending on Android OS
versions. For devices with OS versions before 5.0, PriWe
app can use the App Setting Module, which is based on
Xposed Framework [23] since such Android systems did
not provide any mechanism for normal users to modify the
privacy settings. For devices with Android 5.0 (i.e., Android
M) or later, PriWe app will invoke the functions provided
by the Android OS to change the permissions of each app.

The key functions of PriWe mobile app are depicted in
Fig. 4, which is composed by snapshots of the app in
Nexus 4. All functions and interactions between them are
implemented by Activity and Fragment, which are also pro-
vided by Android SDK.

4.2 PriWe Server

The server is designed to analyze the collected data and
generate recommendations accordingly. As shown in Fig. 3,
there are three key components in the server, which are
responsible for data preprocessing, recommendation gener-
ation, and presentation and reinforcement. In the data pre-
processing part, the server mainly focuses on cleaning and
structuring the collected data, which will be the input of the

TABLE 1
Summary of Most Abused Data and Permissions

Most Abused Data and Permissions

� Coarse and fine location (Approximate or exact location
information. It can lead location-based attacks or malware, or
sending location-based ads.)

�Network state (Cellular network information and connec-
tions. It will also drain smartphones’ battery.)

�Wifi network information (Wi-Fi network information,
including passwords and usernames. It can lead information
disclosure by Wi-Fi network.)

� Running apps information (Information of running tasks
and processes. Users’ sensitive information from other run-
ning apps can be leak.)

� Phone state and identity (Phone states information and
International Mobile Equipment Identity. It can lead sensitive
information disclosure.)

�Modify/Delete internal/external contents (Permission of
modification internal and external storage. Apps steal infor-
mation or save data on internal and external storage.)

� Full internet access (Permission of using the Internet to
download and upload. The sensitive information can be dis-
closed and malware will be downloaded.)

� Automatically Start at Boot (Permission of automatically
starting the smartphones boot. Malicious apps will use it to
boot automatically.)

� Send SMSMessages (Permission of sending text messages
without users’ awareness for subscribing additional services
which may leave users with unexpected charges.)

� Prevent From Sleeping (Permission of preventing from
sleeping or the screen from dimming. Apps can steal the
information even it is time-consuming.)

� Control Vibrator (Permission of accessing vibrator function.
It can stop vibrations for notification before malicious apps
interpret information.)

Fig. 4. PriWe provides an Android app for participants. (a) PriWe can scan various apps installed in smartphones; (b) PriWe also provides an user
interface to the participants to list the most abused data access permissions; (c) The participants can discover how many installed apps used a spe-
cific permission and provide their privacy preferences; (d) The participants can also take a look about how many permissions an app will use and
show their feedbacks of privacy preference accordingly; (e) The statistical results are presented to the participants, which can be taken as a refer-
ence for their privacy preferences; and (f) PriWe can make recommendations to various apps according to the individual privacy preferences.
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next step, i.e., the recommendation generation. To generate
recommendations, the server applies the proposed method
depicted in Section 3.2. The output of this step is a list of pri-
vacy permission settings. In the presentation and reinforce-
ment part, the server can summarize the collected data and
provide users some statistics information. The reinforce-
ment part will revise the recommendation list if the user
changed the permission settings even after accepting the
recommendations.

The server system is deployed on an IBM server and has a
typical three-tier architecture, i.e., application tier, a domain
logic tier, and a data persistence tier. More specifically, the
application tier is the Web front-end implemented with
HTML, JavaScript and third-party libraries, providing a user
friendly interface. The domain logic tier is implemented
with Java EE architecture and Enterprise Beans mechanism
to analyze the collected data. To improve robustness and
configurability of the system, the web application is built on
frameworks including Spring, Struts, and Hibernate. The
recommendation algorithm is put to this tier. In the data per-
sistence tier, all data are stored in aMySql database.

5 EVALUATION

In this section, we will present evaluation results of PriWe,
including experiments setup, data collection methods, eval-
uation outputs and our findings. We have conducted two
experiments: one is based on users’ survey, and the other
one is based on users’ experience of real world deployment.
During the evaluation, we will use a metric defined in
Eq. (18) to measure the accuracy (or effectiveness) of pro-
posed recommendation algorithm, where Rp denotes all the
privacy permission settings the participants have chosen in
the experiment, and Ri represents the recommendations of
the corresponding privacy permission settings provided by
PriWe

AccuracyðiÞ ¼ Rp \Ri

Ri
: (18)

5.1 Evaluation Based on Survey

We published a task on the Amazon Mechanical Turk1 for
three weeks, and 382 participants completed our task. In the
task, we asked the participants to answer a questionnaire to
indicate their privacy preferences about various types of
mobile apps. In order to get a better understanding, we
prepared two questionnaires, survey A and survey B. Sur-
vey A is used to get the privacy preferences of participants
towards various apps widely, while survey B is used to col-
lect fine-grained participants’ preferences on certain privacy
permission requested by some particular mobile apps. 200
participants completed the survey A and 182 participants
finished the survey B.

We have performed some statistical analysis on the back-
ground of all participants, and found that they are distributed
in terms of age, gender, work/professional background, and
use habit. Among all the participants, 243 participants are
male, and 139 participants are female. 226 participants are
20-29 years old, and 115 participants are 30-39 years old. The

remainder of the participants are either 10-19 or above 40. All
of the participants came from various backgrounds, such as
energy, materials, consumer staples, health care, finance,
information technology, etc. To further avoid bias of the pop-
ulation in Amazon Mechanical Turk, we intentionally
recruited 40 female participants from non-IT areas in the real
world to complete the surveyA and B, the same as the partici-
pants did in Amazon Mechanical Turk. They also vary on
nationality, age and occupation. Thus, we believe that the
population of the participants is more or less evenly distrib-
uted and our data are unbiased and the analysis results
should be convincing accordingly. All the information about
the distribution of the participants in survey A and survey B
can be shown in the Table 2.

To evaluate the accuracy of recommendations produced
by PriWe, we followed the standard practice by splitting the
data into two sets: one for training and the other for testing.
This is done at multiple granularity levels in order to get
more complete and cross-verified results. For example, we
split data from survey A into two sets and perform the tests,
and the same is done on survey B. We also used the whole
survey A data as training set and survey B data as test set,
and vice versa.

All the results are demonstrated in Fig. 5. The overall
accuracy of the recommendations made by PriWe is about
79 percent. It means that most recommendations are accu-
rate and appropriate and thus have been accepted by users.
According to the results, the results based on survey A and
survey B jointly are better than those based on either survey
A or survey B. It indicates the recommendations can achieve
higher accuracy when the data set consists of more crowd-
sourced permission settings. The combination of two sur-
veys can also overcome the data sparsity issues in some
degree.

We presented the results according to participants’ gen-
der, age, background, time spent on smartphones, favourite
activity on smartphones and attitude to the survey, as
shown in Figs. 5a, 5b, 5c, 5d, 5e, and 5f. Fig. 5a demonstrates
the recommendations provided by PriWe for male partici-
pants can achieve slightly higher accuracy than those for
females. There is no obvious evidence to support that males
have better understanding to the privacy permission of
mobile apps. However, what we find is that female partici-
pants spend most of the time on the smartphone shopping
and socializing. It may suggest that female users do not
have enough attentions on the personal information on the
smartphone. Another finding is that accuracy becomes
higher gradually with the increase of participants’ ages.
One potential explanation is that some young people have
no unambiguous perceptions about their privacy permis-
sion of their mobile apps. For the participants who have
information technology background, the accuracy of recom-
mendation for the participants with a focus on privacy and
security (around 90 percent) is higher than the remainder of
all the selected participants. This may be because their expe-
rience about information privacy and security improve their
awareness and help them to make an appropriate choice
about the privacy permission settings in smartphones. Due
to the same reason, the users who came from other areas
have relatively lower accuracy of recommendations. Fig. 5d
indicates PriWe did not provide so proper advices to the

1 . h t tps ://www.mturk .com/mturk/prev iew?groupId=
3PBTVBPQ8T1PENG33V3IMPSHIB9LG1
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users who spent less time on the smartphone. Such users
may have inadequate knowledge to the devices which they
did not take much time. As shown in Fig. 5e, people who
like to use some accomplishing (e.g., managing finances,
health and productivity) or arrangement (planning for
upcoming events) apps will get more accurate recommen-
dations from PriWe due to their existing and crowdsourced
permission settings. In the last subfigure Fig. 5f, we can see
the people who completed our task in a rush cannot get
proper recommendations for their privacy permission set-
tings since they just finish the task without any attention.

To articulate the performance of our method, we imple-
mented a naive heuristic method as baseline. We also com-
pared our work with item-based collaborative filtering and
user-based collaborative filtering, respectively, to highlight
the advantages of the proposed method. The basic idea of
the naive method is: 1) classify the apps according to the
taxonomy provided by Google Play Store, 2) predefine
some rational granted permissions based on common sense,
3) accept all the permission requests if they belong to the
predefined permissions group, otherwise reject them. This
naive method can reflect the basic common idea about per-
mission settings in a sense, which is regarded as the baseline
in our evaluation. It is very arduous to go over all the per-
missions of all the apps to generate a completed rational

permissions group, nevertheless we try our best to check all
the popular apps [15] and most common permission
requests [14], [24]. For user- and item-based collaborative
filtering, we implemented these two methods and applied
them on the collected data. Like the aforementioned evalua-
tion, we separated survey A dataset into two parts (one is
regarded as training data and the other one is testing data),
and the same was done on survey B dataset. We jointly con-
sidered survey A and survey B, training the algorithm by
survey A dataset and testing it via survey B dataset and vice
versa. Moreover, we also tested these three algorithms on
the dataset of participants whose background involved IT
security and privacy to figure out whether users will follow
the experts’ opinions. Note that the naive method did not
require training process and it is deployed to generate the
permission settings based on the aforementioned strategy
accordingly. The results are presented in Fig. 6. According
to the evaluation, our proposed method always has the
overwhelming superiority in comparison with baseline and
the performance of item-based collaborative filtering is bet-
ter than that of user-based collaborative filtering. Compared
with these two methods, our method can generate a more
robust similarity and overcome the data sparsity problem.
The results indeed corroborate these advantages. Moreover,
the recommendation accuracy based on the experts’

TABLE 2
Statistics of Participants in Survey

Participants Numbers in Survey A Percentage in Survey A Numbers in Survey B Percentage in Survey B

Male 133 55.4% 110 49.5%
Female 107 44.6% 112 50.5%

10-19 9 3.8% 11 5%
20-24 45 18.8% 43 19.4%
25-29 69 28.8% 70 31.5%
30-40 84 35% 71 32%
40+ 33 13.8% 27 12.2%

Energy 9 3.8% 6 2.7%
Materials 14 5.8% 16 7.2%
Industrials 19 7.9% 22 9.9%
Consumer Discretionary 23 9.6% 17 7.7%
Consumer Staples 22 9.2% 27 12.2%
Health Care 24 10% 17 7.7%
Finance 28 11.7% 21 9.5%
IT in Security & Privacy 27 11.3% 25 11.3%
IT in non Security & Privacy 40 16.7% 39 17.6%
Tele Services 15 6.3% 19 8.6%
Utilities 19 7.9% 13 5.9%

Rarely (0 1hr) 11 4.6% 13 5.9%
Sometimes (1 2hr) 56 23.3% 56 25.2%
Frequently (2 4 hr) 98 40.8% 75 33.8%
Very often (4+ hr) 75 31.3% 78 35.1%

Socializing 86 35.8% 67 30.2%
Shopping 33 13.8% 26 11.7%
Accomplishing 12 5% 16 7.2%
Arrangement 15 6.3% 17 7.7%
Discovery 30 12.5% 27 12.2%
Me Time 50 20.8% 44 19.8%
Self-expression 14 5.8% 25 11.3%

Deliberately completed 149 62.1% 155 69.8%
Normally completed 84 35% 65 29.3%
Hastily completed 7 2.9% 2 0.9%
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suggestions is much lower than the three previous ones.
Should be noted that our algorithm is independent of initial
dataset, i.e., our algorithm still can obtain acceptable accu-
racy eventually (after collecting more normal users’s data),
even the algorithm is initialized by experts’ opinion. We
just test the influence of experts’ opinions so we did not
launch the evaluation for a long time. The result shows that
experts always take the security and privacy concern as the
first priority rather than usability. However, normal users’
hope to find a balance between privacy and usability
instead of sacrificing any of them. Even the security experts’
suggestion can protect users’ privacy in a sense, the users
still did not accept them due to usability of apps. Thus, the
acceptance rate of our recommendation cannot be high
when we only take experts’ opinion as the root of method.

We also further conducted K-fold cross validation to pres-
ent generalization of our performance, by comparison with
user-based and item-based collaborative filtering. Although

in general K remains an unfixed parameter, 10-fold cross
validation is commonly used [25]. Following the conven-
tion, we set K ¼ 10, which means we separated the dataset
into 10 parts, tested each of them using the rest. According
to Fig. 7, PriWe on each testing dataset can achieve stable
and high accuracy. Compared with other two collaborative
filtering methods, our method always can obtain better
results.

5.2 Evaluation Based on Real-World Deployment

PriWe app is released to 78 users, who are from Hong Kong,
Singapore, Austria, England, America and China, and are
volunteered to evaluate PriWe’s performance in the real
world. The server collected users’ feedback, including their
permission settings of installed apps, as well as some basic
information like gender, age, unique user ID, etc. Since
users have multifarious apps, the summary of number apps
of each user is shown in Table 3. The data showed that most
users have less than 40 apps installed on their smartphones,
which roughly matches the data from Statistics Portal [26].

To corroborate the proposed abused data and permissions
list, we calculated the average number of Android apps that
participants installed that access these data and permissions.
According to the results as presented in Table 4, we found
that all the potential abused privacy permissions have really
been requested bymany apps. These apps account for a large
proportion of all the apps in light of Table 3.

Since there is no open dataset or existing metric to evalu-
ate our work, and the above survey dataset is coming from
real world users, we treat it as the ground truth to evaluate
PriWe.

We illustrated the evaluation results in Figs. 8 and 9
respectively. Fig. 8 shows the percentage of PriWe recom-
mendations taken by participants. The result indicates that
most recommendations are taken by the users, except two

Fig. 5. The accuracy of recommendation generated by PriWe based on
the participants’ feedbacks in Amazon Mechanical Turk. The results are
presented according to (a) the participants’ genders (b) the participants’
ages (c) the participants’ backgrounds (d) the time participants spent on
the smartphone (e) the most frequent activities of participants and (f) the
attitudes of participants.

Fig. 6. Comparison between user-based collaborative filtering, item-
based collaborative filtering, our proposed method PriWe, and naive
method (baseline), based on data from survey A, survey B, survey A &
B, and people whose background involved security and privacy.

Fig. 7. K-fold cross validation on collected dataset (K=10).

TABLE 3
Statistics of Participants’ Android Apps

Number of apps Number of users Percentage

1�20 26 33%
20�40 27 35%
40�60 17 22%
60� 8 10%
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permissions of Prevent From Sleeping and Control Vibrator.
Based on user feedbacks, one possible reason might be that
experiment participants do not fully understand the mean-
ing of these two permissions, especially for the potential
security risks, thus had ignored PriWe recommendations.
In contrast, other highly risky permissions, like Coarse and
fine location and Automatically Start at Boot, have more obvi-
ous security implications that can be easily captured by par-
ticipants, thus the recommendations from PriWe were
highly accepted. For permissions that could be risky but at
the same time may be critical to normal functions of apps,
Full Internet Access, participants had showed ambivalence,
and the recommendation acceptance rate varied around
70 percent. We also can find the permissions, such as Mod-
ify/Delete contents, did not obtain high acceptance. It is about
crossing between privacy and usability. Users will not have
an unambiguous preference to a permission if most apps
request it for functioning. For instance, according to an
investigation involved 34,369 apps, more than 85 percent
apps request Modify/Delete contents permission [24] so that
users’ ambivalence makes this permission have low

acceptance in our method. One possible reason is that such
permissions are at the crossing point between privacy and
usability, thus is hard to make right recommendations.
More specifically, in general these permissions are
requested by the apps who have relevant functions so users
may think it is fine to allow such apps to grant these permis-
sions. However, users may still have concerns about these
permissions since they indeed can lead to privacy risks.
Thus, users have ambivalent attitude toward these permis-
sions and the corresponding accuracy is relatively low com-
pared with others accordingly. Such an observation actually
reflects the decision trade-offs between privacy concerns
and desires to use one specific app.

To evaluate our other objective, i.e., improving aware-
ness of privacy preference, we depicted the results accord-
ing to the feedback in Fig. 9. From the graph, we can see
that participants have a better comprehension or even
epiphany to some privacy permissions. However, the par-
ticipants did not have a better understanding about the
permission of automatically boot and wifi network informa-
tion. According to the survey after the experiment, we dis-
covered that most participants already knew some mobile
apps can boot automatically so they did not pay more atten-
tion to it. The wifi network is permeating our life in every
aspect inevitably and people take it as a kind of routine.
Thus, participants did not feel remarkable improvement of
awareness of wifi network information.

After the experiments ended, we presented participants
with a questionnaire about how they feel regarding their
privacy of their mobile apps in the smartphones. Twenty-
three participants responded. Many participants noted that
PriWe increased their awareness of privacy risks. Some
comments from the participants, which are retouched for
better reading, are listed as follows,

“At the beginning, I didn’t care about my privacy at all
when I use applications, but when I saw the data usage in
my screen, I realized that some sensitive information may
be disclosed.”

“PriWe looks interesting and I also want to use it to check
my privacy before using some apps.”

TABLE 4
The Average Number of Android Apps That

Access Abused Inforamtion

Abused data and permissions Number of apps

Coarse and fine location 16
Network state 32
Wifi network information 20
Running apps information 13
Phone state and identity 18
Modify/Delete contents 30
Full internet access 35
Automatically start at boot 17
Send SMS messages 7
Prevent from sleeping 25

Control vibrator 27
Access 2�5 27
Access 6�10 16
Access all 5

Fig. 8. The percentage of apps that users take the recommendations of
each data permission.

Fig. 9. The number of users have a better understanding of each data
access permission after using PriWe.
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5.3 Parameters Estimation

There are two parameters, � and d, in the Eq. (17). Since the
concrete value of both parameters are calculated from data
from real world deployments, it is important to know their
stability and scalability. By stability, we mean the optimal
value of a parameter will not change greatly with the con-
crete data in different sets. By scalability, we mean the opti-
mal value of a parameter will not change greatly with the
dataset size. The optimal value here is defined as the value
that will lead to minimized Mean Absolute Error (MAE) [27]
shown in Eq. (19) where L denotes the total number of pre-
dicted permission settings. The basic idea of MAE is to cal-
culate the average absolute deviation of predictions to the
ground truth data. In our study, several sub-datasets with
different size and content were generated randomly from
original testing dataset, and we computed the mean abso-
lute error of our recommendation results to the actual selec-
tions of the participants for each sub-dataset under different
parameter values. In order to remove impact of the other
parameter, we first tested � by setting d to zero, and later
nail down � to test d. The results are shown in Fig. (10)

MAE ¼
P

x;y;z jrx;y;z � r̂x;y;zj
L

: (19)

Fig. 10a presents MAE of recommendation results by
varying � from zero to one under multiple datasets with dif-
ferent sizes (i.e., with 5, 20, 50 and 80 participants respec-
tively). It shows that our recommendation algorithm can
achieve minimal mean deviation error when � falls in range
between 0.4 and 0.6, and further calculations will output 0.5
as the optimal value for �. The data in Fig. 10a also shows
that the optimal value of � is fixed around 0.5 under differ-
ent dataset and different set sizes, thus such an optimal
value is stable and can scale well with different datasets.

The results of parameter d are given in Fig. 10b which
show that the optimal value of d is also pretty stable and
scales well. More specifically, its optimal value is 0.7,
because under all cases, our recommendation algorithm
will always achieve minimal MAE when d equals to 0.7,
even though the datasets contents and sizes have changed
dramatically.

To better understand the scalability of both parameters,
i.e., how the number of participants would impact the opti-
mal value of � and d, some additional experiments were
done and the results are given in Fig. 10c. It showed that:
when the dataset size is small, the optimal values of both
parameters will change greatly. However, when the dataset
size is larger than 50, their optimal values become very sta-
ble and will stick to 0.5 and 0.7 respectively. This means

that we need only to learn the optimal parameter values
once with a big initial dataset, and such learned optimal val-
ues can be effective for a later real world deployment in
large scale.

6 RELATED WORK

We provide an overview of some of representative literature
related to our work in this section. We classify related work
into three categories: (1) security protection for mobile apps
(2) system permissions of mobile apps (3) understanding
privacy and decision making system.

6.1 Security Protection for Mobile Apps

According to recent systematically research, several vulner-
abilities have existed in Android apps. Their presence is
even in some extremely popular apps [28]. Thus, plenty of
work focuses on security and privacy of Android platform
and its apps. Techniques and tools that can detect and pre-
vent information from being leaked in Android apps have
been widely studied [29], [30], [31], [32], [33], [34], [35]. Per-
mission analysis is a telling method to detect sensitive infor-
mation potential leakage [32]. Some static analysis tools
have also been developed to automatically detect attempts
to load external code using static analysis techniques [29],
[36]. Access control provides a different perspective of secu-
rity and privacy detection and protection in Android system
[37], [38]. FlaskDroid [30] privodes mandatory access con-
trol on Android’s middleware and kernel layers to prevent
information disclosure. AppIntent [33] provides a frame-
work which tries to control data transmission to prevent
Android applications from stealing sensitive data, mean-
while identify if transmission is from users’ intention. Taint-
Droid [31] is a notable dynamic taint tacking and analysis
system, which involves some aforementioned methods to
simultaneously track multiple sources of sensitive data. All
these works put more efforts on analyzing and protecting
security for Android apps. However, protecting users’
information unilaterally cannot meet their requirements
since users have different concerns towards various mobile
apps [39], [40].

MockDroid [34] can provide artificial data instead of real
one to the apps such that they can still function. In this case,
there is, actually, no risk for users because the data is fake.
However, due to the same reason, apps cannot provide
competent services to users. Our work also can produce
fake data. The key differentiator of PriWe as compared to
prior work is that PriWe produces fake data based on users’
expectation of privacy of apps. That means, PriWe only pro-
vides fake data when it is sensitive to the user to balance the
trade-off between privacy and services.

Besides Android operating system, some research works
also make efforts on iOS. PMP is in use for over nine months
by 90,621 real users and 225,685 unique apps were
reviewed. Based on the crowdsourcing, PMP can recom-
mend users the decisions for their permission settings in
iOS [41]. However, PMP is initialized by crowdsourced
experts’ opinions to generate decisions. In our work, we
choose normal users’ preferences to boot the system since
we believe privacy should be driven by individual attitude
and preference.

Fig. 10. Parameters estimation of the recommendation algorithm. (a) the
impact of lambda (b) the impact of delta (c) the impact of size of
participants
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6.2 System Permissions of Android Apps

Android provides security to users through a permission
mechanism [21]. The basic idea behind the permission
mechanism is that each application has permissions to per-
form any operations that would adversely influence other
applications, the system and users. The permission list of an
app will be shown to users before they install apps from the
app store. Only when the apps get approbation can they be
installed. The apps can access the information according to
their permission lists.

Obviously, Android permission mechanism intends to
improve users’ awareness of the privacy about the apps.
However, most Android users have defective understand-
ings about the permission. To make things worse, they paid
limited attentions to the permission list which is shown on
the screen just before installation [17], [42]. Thus, a mecha-
nism, called permissions removal, has been proposed to
mitigate the privacy leak in Android smartphone [19].
Another feasible way to mitigate data abuse is to establish a
system with the ability to prevent apps from accessing
resources without the stated permissions [16], [43]. In this
case, users will know what kind of information will be
obtained by the app. However, some developers always ask
for unnecessary permissions due to ambiguous API docu-
mentations and bad developing habits [20]. This abuse of
permissions also lead unexpected information disclosure.
Thus, static analysis of android permission can figure out
the flaws when applications are granted more permissions
than they actually need [44]. According to the related work,
users have an equivocal understanding of mobile apps’ per-
missions, and most of them put little effort to canvass them.
Therefore, it is crucial to understand users’ privacy concerns
and help themmake decisions.

6.3 Understanding Privacy and Decision Making
System

Before a review of work about understanding privacy and
decision making system, we recall the discussion in
Section 2. Privacy is the claim of individuals, groups, or
institutions to determine for themselves when, how, and to
what extent information about them is communicated to
others [3]. Therefore, privacy of Android apps should
emphasize that users have adequate awareness and under-
standing to their personal, even sensitive information.
According to a recent survey [45], Android users hold quite
different viewpoints due to their demographic characteris-
tics, security and privacy awareness, and reported behavior
when installing apps. It is challenging to recognize users
perceptions of whether a given action is legitimate, or how
the action makes them feel with respect to privacy. A model,
privacy as expectations [46], is proposed to capture people’s
expectations of privacy. Appprofiler [47] is an approach to
provide users with knowledge for decision-making about
Android application through analyzing privacy-related
behaviors of apps and users’ opinions.

Past work about understanding privacy of smartphone
users indeed take advantage of crowdsourcing. Our pro-
posed system, PriWe, is inspired by these works. However,
it differs in the motivation and the way of collecting and
analyzing data. In our work, PriWe captures the informa-
tion through an Android app and learns users’ privacy

concerns and preferences based on the collected data.
Hence, PriWe makes recommendations to users based on
their expectations.

7 DISCUSSION

In this section, we discuss some possible limitations of
work, which may be argued.

First, we discuss the conception of privacy, since it is the
foundation of our work. Nowadays, there is still no univer-
sally agreed-on definition of privacy in either research com-
munity or industry. We prefer to follow some prevalent
interpretations. For example, “privacy is private life, habits,
act, relations and the right to be alone [2]” and “privacy is
the claim of individuals, groups, or institutions to determine
for themselves when, how, and to what extent information
about them is communicated to others [3]”. Like we pointed
in Section 2, these two acknowledged definitions both
emphasized that privacy to people should be an ability to
express themselves selectively. Therefore, we believe the
privacy in the mobile is also based on users’ expectations
and decisions, especially in the current information age. It is
very difficult to protect every single piece of data of each
user, so the users have to express their expectations of pri-
vacy and we can help them to mitigate the corresponding
privacy risk accordingly.

Second, we initialize the recommendation mechanism
according to the collected users’ privacy permission settings
rather than the experts’ opinions. This is something about
our design philosophy, which is mentioned in Section 2. We
consider there is no right answer for the people who want
to set their privacy permission settings. In our case, we get
some privacy permission settings from the participants dur-
ing the experiments. Furthermore, the people are also
allowed to make their choice on the privacy permission set-
tings when they start to use our services. These two sources
will be regarded as the initial dataset for generating the rec-
ommendations for each user.

Third, we discuss the parameters in the recommendation
approach in Section 5.3. We determined the parameters
according to the MAE of recommendations. Also, according
to our illustration, the number of participants also influen-
ces the performance of recommendation algorithms. The
research issue about participant selection for generating rec-
ommendation algorithm is proposed, which is out of scope
of this article and will be the future work.

Fourth, there are more than 400 participants involved in
our work to help us conduct the experiments and improve
our research. We admitted that the more people participate,
the better the results will be. However, we cannot recruit as
many participants as possible due to the time and resource
limitation, even though, we try our best to get more users
involved. All the information about the participants are
shown in Table 2. We avoid the statistical bias of the popula-
tion, which can make our results more convincing.

Finally, there are two kinds of experiments to evaluate
PriWe as shown in Section 5. One is based on Amazon
Mechanical Turks, the other one is based on the real deploy-
ment. Both of them are based on the real users in the world.
In the Amazon Mechanical Turks, we can get more partici-
pants in easily, which is significant to our work. In the real
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deployment, people will use our app and provide more
feedback to us since we can have the face-to-face survey,
which also can help us to improve our work. That is the rea-
son why we conduct two sorts of evaluation.

8 CONCLUSION

In this paper, we proposed PriWe, a system aimed to under-
standing users’ expectations of privacy and making recom-
mendations about their privacy settings of installed mobile
apps accordingly. Based on the feedback of 422 participants
to our survey, the recommendation made by PriWe can
achieve around 79 percent accuracy for all the participants
and achieve about 90 percent accuracy for the people in
information privacy and security area. According to the feed-
back of 78 users from the real world, PriWe can make proper
recommendations which can meet participants’ privacy
expectations and are mostly accepted by users, thereby help
them tomitigate privacy disclosure in smartphone apps.
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