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Inter-AS Inbound Traffic Engineering via ASPP
Jessie Hui Wang, Dah Ming Chiu, John C. S. Lui, and Rocky K. C. Chang

Abstract— AS Path Prepending (ASPP) is a popular method
for the inter-AS inbound traffic engineering, which is known to
be more difficult than the outbound traffic engineering. Although
the ASPP approach has been extensively practised by many ASes,
it is surprising that there still lacks a systematic study of this
approach and the basic understanding of its effectiveness. In
this paper, we introduce the concept, applicability and potential
instability problem of the ASPP approach. Some guidelines are
given as the first step to study the method to avoid instability
problem. Finally, we study the dynamic prepending behavior
of ISPs and show a real-world pathologic case of prepending
instability based on our measurement study of RouteViews data.

Index Terms— ASPP, BGP, instability.

I. INTRODUCTION

ONE can view the global Internet as an interconnection of
autonomous systems (ASes). In general, there are two

types of AS, namely, transit AS and stub AS. A transit AS
provides Internet connectivity to other ASes by forwarding
all types of traffic across its network. A stub AS, on the
other hand, does not provide transit service for other ASes
and only sends or receives its own traffic. The interconnection
of ASes can also be described by a business relationship.
Major business relationships include the provider-to-customer
relationship and the peer-to-peer relationship. These business
relationships play a crucial role in shaping the structure of the
Internet and the end-to-end performance characteristics [1].
From the viewpoint of AS relationship, stub ASes are those
which have no customer (or client AS), while transit ASes
are those with customers. Transit ASes without provider are
called “tier-1” ASes.

ASes that have more than one provider are called mul-
tihomed ASes. Motivated by the need to improve network
resilience and performance, there is an increasing number of
enterprise and campus networks connecting to the Internet via
multiple providers. These multihomed ASes, therefore, must
undertake the task of engineering the traffic flowing in and out
of the network through these multiple links. Using different
inter-AS traffic engineering approaches, ASes can distribute
traffic to satisfy their performance or cost constraints [2] [3]
[4]. The focus of this paper is on the inter-AS inbound traffic
engineering problem, which is known to be more difficult
than the outbound traffic engineering problem because an AS
generally cannot control the routing path for the inbound
traffic. Moreover, we restrict our attention to the AS Path
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Prepending (ASPP) approach based on the Border Gateway
Protocol (BGP) [5].

In [6], we did a measurement study based on BGP routing
tables from RouteViews Project [7]. RouteViews operates a
number of BGP data collection points which peer with BGP
routers at various ISPs. It captures snapshot every four hours
from November 8, 1997, containing more than 7,000,000
routes for more than 160,000 prefixes in each snapshot. This
large database makes it possible to study the ASPP behavior
of ISPs.

According to our measurement study, at least 12% of the
routes have some amount of ASPP today and this indicates that
ASPP has a significant impact on the current Internet routing
structure [6]. However, it is surprising that there still lacks a
systematic study of this approach and the basic understanding
of its effectiveness.

The purpose of this paper is to introduce the concept,
applicability and potential instability problem of the ASPP
approach. The rest of the paper is organized as follows. We
introduce the background information about BGP in Section
II. In Section III, we explain the concept and principle of the
ASPP approach. In particular, we summarize the justifications
of performing ASPP in real world based on offline discus-
sions with NANOG [8] subscribers. Section IV extends and
improves [6]. We present the algorithm on how to perform
ASPP systematically and illustrate that the interaction of
ASPP by various ASes can cause routing instability. We also
present some simple guidelines for ASes to perform prepend-
ing properly. Finally, we introduce our study on dynamic
ASPP behavior of ISPs and show a real-world case of ASPP
instability based on the analysis of RouteViews data in Section
V. Related work is given in Section VI and Section VII
concludes.

II. BORDER GATEWAY PROTOCOL

It is customary to use a connected graph G = (V,E,B)
to represent the interdomain network topology and business
relationship. Each node v ∈ V represents an entire AS; and
each edge e∈E denotes a logical link connecting two ASes (or
ISPs). For each edge e, B(e) defines the business relationship
between the two ASes for which e connects. Fig. 1 illustrates
a network of seven ASes with edges that convey different
relationships. In particular, a provider-customer relationship is
represented by a directed edge wherein the pointed node rep-
resents the customer, whereas a peering relationship between
two ASes is represented by a undirected edge.

BGP is the inter-domain routing protocol for the current
Internet. The purpose of BGP is to allow two different ASes
to exchange routing information so that data traffic can be
forwarded across the AS border. BGP is based on the distance
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Fig. 1. An example of network with different relationships.

vector algorithm and it uses TCP as its transport protocol.
After a BGP session is setup, each end advertises a route for
every prefix that it wants the other end to know. After these
initial messages have been exchanged, a node needs to inform
the node at the other end about any route changes[5].

When a BGP router advertises a prefix to one of its BGP
neighbors, a number of attributes are associated with that
announcement. Attributes are used heavily in BGP to carry
a wide range of information. For instance, AS-PATH, which
is an important attribute of BGP, contains the ASes through
which the announcement for the prefix has passed. As an
announcement is passed between ASes, each AS adds its AS
number (ASN) to the AS-PATH attribute. This, by itself, is
useful for the operators of the ASes to learn all the information
of this route. However, it also provides the critical feature of
detecting and preventing looping announcement.

Different ASes have different business concerns, so there are
different business agreements between ASes. BGP provides
a mechanism to enforce business agreements made between
two or more parties. This can be illustrated by the following
example. In Fig. 1, AS3 and AS4 are providers of AS6,
which implies AS6 pays for the traffic going through the link
AS3 − AS6 and the link AS4 − AS6. Imagine AS3 wants to
send traffic to AS4. AS6, being a customer to both AS3 and
AS4, obviously does not want to provide transit service for
its providers. To achieve this goal, AS6 will not announce the
reachability information of AS3 (AS4) to AS4 (AS3). In short,
it is the role of an ISP’s routing policy to enforce these kinds
of business agreements.

BGP has two kinds of routing policies: import routing policy
and export routing policy (also referred to as import filtering
and export filtering). Import policy determines which routes
should be accepted from a neighbor and the preference with
which those routes should be treated, while export policy
determines which routes should be advertised to a neighbor.
If an AS accepts a route from a neighbor, it means this AS
agrees to provide transit service for the traffic destined to the
prefix of this route. If an AS advertises a route to one of
its neighbors, it means this AS would like to accept traffic
destined to the prefix of this route from this neighbor. Thus
this kind of routes filtering is important and necessary for BGP
to control how an ISP network is used by its neighbors.

BGP is also a policy-based path vector routing protocol.
In [9], the authors illustrate the popular policies adopted by
ASes in the Internet are: (a) the typical local preference import
policy and (b) the selective announcement export policy. Under

the typical local preference policy, an AS prefers to use a
customer link than a peering link to forward a packet, and it
prefers to use a peering link than a provider link to forward
a packet, provided that these links can reach the destination
AS. This is natural since an AS does not need to pay for the
traffic going through its customer link, while it must pay for
the traffic going through its provider link. Under the selective
announcement export policy, an AS would not announce the
routes learned from its providers or peers to other providers
and peers, thus an AS does not provide transit service between
its providers or its peers. To illustrate, let us assume all ASes
in Fig. 1 obey “local preference” and “selective announce-
ment” policies. Then routes with AS path (AS5,AS4,AS6) or
(AS5,AS1,AS4,AS3,AS6) are considered legal or valid routes,
while routes with AS path (AS1,AS0,AS4,AS6) would not
appear in this network because AS1 would select AS4, instead
of AS0 as the next hop to reach AS6 according to the typical
local preference. Also, route with AS path (AS1,AS4,AS0)
would not appear since AS4 would not announce AS path
(AS4,AS0) to AS1 according to the “selective export policy”.

III. AS PATH PREPENDING AND
INBOUND TRAFFIC ENGINEERING

A BGP router’s process to select the best routes from all
accepted routes is complicated. A BGP router picks the route
with the shorter AS Path among two equivalent routes after the
comparison of their “local preference”. Thus a possible way
to influence the selection of the best routes by a distant AS is
to artificially increase the length of the AS path by including
multiple of its own AS number. This method, which is called
AS Path Prepending (ASPP), is a popular BGP-based inbound
traffic engineering method. In other words, a prepended AS
path is an AS path that has some duplicated AS numbers that
appear consecutively.

Through ASPP, an AS could affect the distribution of traffic
flowing into it. The usage of ASPP for inbound traffic engi-
neering can be illustrated by the following example. Consider
the traffic from AS1 to AS5 in Fig. 1. In this network, AS1
receives two routes for prefixes in AS5: (AS4,AS5) and (AS5).
These two routes have the same local preference because both
of them are announced by AS1’s customer neighbors (AS5
and AS4), then the router in AS1 selects the second route as
the preferred route for prefixes in AS5 since it has a shorter
AS path. If AS5 wishes that traffic from AS1 goes through
the link AS4−AS5, it can use ASPP and announce AS path
(AS5,AS5,AS5) to AS1. Now AS1 receives two routes with AS
path (AS4,AS5) and (AS5,AS5,AS5). Therefore, the router in
AS1 would choose the first route and its decision is changed.

An AS can also ask other ASes to do prependings for it
through the community attribute. Simply speaking, the capabil-
ity offered by the community attribute is the ability to associate
an identifier with a route. After ASes make agreements on the
meaning of some special identifier values, community attribute
can be used by an AS to affect the routing policy of other
ASes. For example, AS6 sends an announcement to AS4 with a
pre-defined community value 400:002. After AS4 receives this
route and extracts this community value, it knows AS6 wants it
to prepend this route by 2 when it advertises this route to AS0.
Therefore, AS4’s routing policy is affected by AS6, and AS0’s
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best route selection could be affected by AS4’s prepending
action. An application of the BGP community attribute in
multihome routing is described in [10].

ASPP is used by ASes to tune their inbound traffic distri-
bution. But different ASes have different traffic distribution
targets due to their own technical and business requirements.
So that it is difficult to discern ASes’ concrete goals of
their ASPP behaviors. From discussions with some network
operators, we summarize some justifications of performing
ASPP in the next subsection.

A. Justifications of using ASPP

• Load Balancing:
The prepending is performed because ASes want to bal-
ance the inbound load to meet the capacity requirement.
For example, assume ASa has a Gigabit Ethernet (GigE)
link to one provider, and an OC3 to another. Then ASa
is likely going to prepend the OC3. Likewise, if inbound
traffic is pushing the AS over its minimum commitment
bandwidth on one provider, but is well under its minimum
on another, the AS may prepend to help balance the traffic
levels.

• Cost Minimization:
In order to minimize the transit cost, a multihomed AS
may want to achieve a particular traffic distribution. For
example, ASc has two providers, ASa and ASb. The total
inbound bandwidth of ASc is 15MBps. The cost for the
traffic going through ASa is $10/MBps, while the cost
for the traffic going through ASb is $8/MBps when the
bandwidth is below 10MBps, $12 when the bandwidth is
over 10MBps. Thus ASa wants to tune the inbound traffic
to achieve this traffic distribution: 10MBps on the link to
ASb and 5MBps on the link to ASa. It can be implemented
through the ASPP approach.

• Performance Optimization:
In general, the length of AS path is not a good metric
to measure the performance of a path, e.g., although a
route via ASa has the shortest AS path, the performance
of this path may not be the best [11]. Then one AS
might prepend this kind of paths to achieve a better
performance.

• Creating Backup Route:
Some links only serve as backup paths. One AS may
want to prepend a link to make this path a backup choice
for failover purposes. In this case, the AS would increase
the prepending length on the link until no traffic can be
shifted.

B. Comparison with Other Inbound Traffic Engineering Meth-
ods

Note that ASPP is not the only method to do the inbound
traffic engineering [12][13]. The other method is to rely on
selective advertisements and announce different route adver-
tisements on different links. This method suffers from an
important drawback: if a link fails, the prefixes that were an-
nounced only on the failed link will not be reachable anymore.
A variant of the selective advertisements is the advertisement
of more specific prefixes. This technique relies on the fact

that an IP router will always select in its forwarding table the
most specific route for each packet (i.e. the matching route
with the longest prefix). For example, if a forwarding table
contains both a route toward 16.0.0.0/8 and a route toward
16.1.2.0/24, then a packet whose destination is 16.1.2.200
would be forwarded along the second route. This fact can
be used to control the incoming traffic by advertising a large
aggregate on all links for fault-tolerance reasons and specific
prefixes on some links. This solution solves the problem of
selective advertisement, but it may increase the size of the
BGP routing tables. Many large providers have implemented
filters that reject advertisements for too long prefixes.

The ASPP approach does not introduce longer prefixes, and
at the same time takes the advantage of resilience protection
from multihomed connections. However, the ASPP approach
is often performed in a trial-and-error basis, and many opera-
tors believe the route metric is much more accurate and less
prone to surprise changes.

IV. ASPP PRACTICE AND ROUTING INSTABILITY

Based on the RouteViews data, we presented some measure-
ment results to show the growth of ASPP in [6]. The result
shows the number of the multihomed stub ASes that use ASPP
for inbound traffic control is around 33% and the share of such
transit ASes from the total number of transit ASes is around
40% in 2004. It also shows that the share of prepended routes
has been increased to more than 12%.

We need to point out that the result only shows a conserv-
ative view of prepended routes in the Internet. As we know, a
BGP router only advertises to its neighbors the routes which
are selected as its best routes. So routes with prepending,
especially with higher number of prependings, were most
likely not selected by the transit ASes and therefore filtered
out. So the fact that we observe so many prepended routes
in Route View’s routing tables also implies ASPP does not
always produce the intended results for those ASes that are
included as prepended ASes in the AS paths. Otherwise, such
paths would not be present as the best paths in the routing
tables.

In fact, although the ASPP mechanism is widely used in
ASes’ traffic engineering for all kinds of goals, there is little
prescription for a systematic way to implement it. ASPP is
purely a heuristic method. Currently, ISPs do it by trial-and-
error, which may take some time to converge to a desirable
ASPP configuration and in the meantime make real customer
traffic try out different routes. In the next subsection, we
propose a Greedy ASPP Search Algorithm for ISPs to practise
ASPP systematically.

A. A Greedy Search Algorithm

In [14], the authors proposed a systematic procedure to
predict the changes in traffic distribution for a given new
ASPP configuration. We will refer to it as an ASPP Impact
Estimator. Let ASv have m provider links, and the current
(incoming) traffic distribution be R(p) = (r1,r2, . . . ,rm) where
p represents the current ASPP configuration and ri denotes
the traffic intensity on the ith provider link. The procedure
in [14] would then predict the new traffic distribution R(p′),
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where p′ is a new ASPP configuration. Briefly speaking, the
ASPP Impact Estimator works as follows:

1) use passive traffic monitoring (such as netflow analysis)
to identify a few top (heaviest) traffic flows;

2) announce BGP routes for an unused IP prefix a in ASv
with the new ASPP configuration p′;

3) after the new BGP announcements take effect, ping
typical source addresses (representing the top senders
identified above) from a, and watch for any change in
the routes for these top flows;

4) based on the change in the routes for the top flows,
estimate the change in the volume of traffic, R(p′), by
assuming the ratio of route change for other flows is the
same as that for the top flows.

In this algorithm, a is sometimes referred to as a BGP
beacon [15]. Since the beacon is in the local AS, this procedure
only works for estimating shifts in traffic destined for the local
AS. Therefore, it is most suitable for a stub AS.

If an AS has a well-defined traffic engineering goal (viz
R∗ = (r∗1,r

∗
2, . . . ,r

∗
m)), then it is theoretically possible to use

the ASPP Impact Estimator to search for the best ASPP
configuration p∗ that best meets the target traffic distribution.
We propose that ISPs can deploy the following improved
search algorithm, to be referred to as the Greedy ASPP Search
Algorithm.

To describe the algorithm more formally, let R∗ denote the
desired (optimal) traffic distribution. Let f (R(p)) be a measure
of the goodness of a given traffic pattern R, resulting from p.
By definition, f (R(p)) ≤ f (R∗). Given p in which link e is
prepended, let p−e denote the prepending configuration with
one prepending on e removed; similarly let p + e denote p
with one additional prepending on link e.

Greedy ASPP Search Algorithm:
ASes execute this algorithm to search for the best
prepending configuration

1. while ( TRUE ) {

2. compute f (R(p));

3. let e be the link with most room to add traffic
according to the desired distribution;

4. if (the prepending length on e > 0) {
5. p

′
= p− e;

6. if ( f (R(p
′
)) > f (R(p))) {

7. p = p− e;
8. continue;
9. }
10. }

11. let e be the link with most room to reduce
traffic according to the desired distribution;

12. p
′′
= p+ e;

13. if ( f (R(p
′′
)) > f (R(p))) {

14. p = p+ e;
15. continue;
16. }

17. break;
18. }

The algorithm first tries to reduce the prepending length on
the lightest-loaded link, then tries to increase the prepending
length on the heaviest-load link. Similar as other greedy search
algorithms, the basic idea of this algorithm is to search in the
most likely helpful direction in each step, until the desired
traffic distribution is reached or there is no helpful prepending
action.

We have the following observations on this greedy algo-
rithm:

Observation 1: The greedy ASPP search algorithm stops
after a finite number of iterations for any single AS.

Consider ASv with m providers, and use a vector
(l1, l2, . . . li . . . lm) to represent one of its prepending config-
uration, where li is the prepending length on its ith provider
link in this prepending configuration.

Let n be the diameter of the network which is the length
of the longest AS path among all possible paths within this
network. Obviously, prepending a link with a length of n
should be enough to shift all traffic whose routing can be
affected by ASPP on this link to other links, and prepending
a link with a length of more than n should have the same effect
with a prepending with a length of n. It means the maximum
useful prepending length is n. Note that n is the upper bound
of the length of a useful prepending.

So we can assume 0≤ li ≤ n(i = 1 . . .m). For ASv, there are
(n + 1)m possible prepending configurations. Let us sort all
these prepending configuration as (p1, p2, . . . , pi, . . . , p(n+1)m),
where f (R(pi))≤ f (R(p j)) when i < j.

During the execution, the greedy algorithm would
generate a series of prependings configurations P =
(pa1 , pa2 , . . . , pai . . . pak) where pai is the prepending config-
uration after ith iteration. f (R(pai)) < f (R(pa j)) must hold
for any i < j because the algorithm should improve the traffic
distribution in each iteration. So we have a1 < a2 < .. . < ak ≤
(n + 1)m. We can see that k should be a finite integer which
means the greedy ASPP search algorithm stops after a finite
number of iterations for any single AS.

Observation 2: The result of the greedy ASPP search
algorithm is not guaranteed to be optimal, but the performance
is good and the algorithm converges quickly.

The result of the greedy algorithm is not guaranteed to be
optimal because the AS only tries prepending changes on two
links in each iteration, while other links are ignored. However,
our simulation shows that the performance of this algorithm
is really acceptable and it converges quickly.

We do the simulation as follows. We focus on one stub AS,
say ASv. The goal of ASv is to balance its incoming traffic
using ASPP approach. Let E(v) be the set of ASv’s provider
links and re be the traffic volume on the link e ∈ E(v). We
assume all links in the network have the same bandwidth in
order to simplify the simulation. ASv measures the degree of
load balance on its provider links by the following equation:
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Fig. 2. Comparison of the result of the greedy algorithm with optimal result.

f (R(p)) =

(
∑e∈E(v) re

)2

|E(v)|∑e∈E(v) r2
e
. (1)

This index was first proposed for measuring the fairness of
bandwidth allocation [16], but it also serves the purpose to
measure the degree of the load balance.

In each simulation run, we generate a set of random flows
destined to this AS. Each flow can reach ASv via multiple paths
with randomly generated path lengths. We apply the greedy
algorithm to search for the best prepending configuration. We
then compute the optimal configuration by exhaustive search
and compare the results. After 2000 runs, we summarize
the results in terms of cumulative distribution functions of
different outcomes, as shown in Figure 2 and Figure 3.

In Figure 2, we compare the result of the greedy algorithm
with the optimal configuration (derived by exhaustive search).
Let po denote the optimal prepending configuration, and pg
denote the prepending configuration resulting from the greedy
algorithm. We plot the cumulative distribution function of

x =
f (R(po))− f (R(pg))

f (R(po))
to evaluate the performance of our

greedy algorithm.
We can see that the greedy algorithm gives the optimal

result in about 48.1% (960) simulations, x ≤ 0.101 in 96.4%
simulations, and x > 0.197 only in 0.8% simulations. It shows
the performance of our algorithm is acceptable.

In Figure 3, we plot the cumulative distribution function of
the iteration numbers in 2000 simulation runs. We can see that
68% simulations stop in four iterations, 90% simulations stop
in six iterations, and only less than 3% simulations take more
than 8 iterations to converge. This result shows our algorithm
converges quickly.

An exhaustive search algorithm can find the optimal
prepending configuration. However, it is infeasible in practice,
especially when the ISP has many provider links. There are
at least two reasons for this infeasibility. First, there are many
prepending configurations so that the AS cannot try all of
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Fig. 3. The distribution of iteration numbers.
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Fig. 4. A network to show the interaction of AS0 and AS2.

them. Second, the procedure to evaluate the impact of each
ASPP configuration can be very tedious and time consuming.

Currently ISPs always perform ASPP by trial-and-error, and
the process may produce a lot of route update messages. Our
proposed algorithm is a feasible approach for ISPs to perform
ASPP systematically.

B. Routing Instability Caused by Multiple ASes Performing
ASPP

BGP enables ASes to independently define their routing
policies based on local objectives and local information with
little or no global coordination, thus BGP is not safe in
the sense that routing policies can conflict and result in
persistent routing oscillations [17]. Various kinds of BGP route
oscillation problems have been studied in the past. Varadhan et
al [18] studied persistent route oscillation in general whenever
ASes do independent route selection under local policies.
Route oscillation problems with using the MED attribute have
been studied in [19]. But none of the previous work considered
the interaction of ASPP policies of different ASes.

Fig. 4 gives a simple example of the interaction. In this
network, both AS0 and AS2 are multihomed. For AS0, AS1 is
more expensive than AS2, therefore AS0 would like to make
the link (AS1 → AS0) a backup link using the ASPP approach.
Similarly, the link (AS4 → AS2) is used as a backup link by
AS2.

In this case, AS0’s prepending policy is to “increase the
prepending length on the link (AS1 → AS0) until no traffic
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Fig. 5. Interference of prepending actions by AS0 and AS1.

TABLE I
TRAFFIC MATRIX

Traffic Intensity AS0 AS1

S1 20 30

S2 10 80

can be shifted to the other link”, while AS2’s prepending
policy is to “increase the prepending length on the link
(AS4 → AS2) until no traffic can be shifted to the other link”.
One can find these two local policies can be satisfied at
the same time. The solution is that the traffic from AS4 to
AS0 goes through (AS4,AS3,AS2,AS0). So after AS0 and AS2
find the needed prepending configurations and perform their
prepending actions, the network becomes stable. Here, the
local policies of these ASes in the network are not conflicting.

However, the distributed prepending actions under con-
flicting policies of different ASes may interfere with each
other and make the routing unstable since there lacks global
coordination. Consider the network in Fig. 5. Let us assume
that AS0 and AS1 are doing prepending for their inbound load
balance on their provider links using the Greedy ASPP Search
Algorithm. The degree of load balance is also measured by
Equation 1. S1 and S2 are top senders of these two ASes and
the traffic demand can be represented by matrix T , specifying
the traffic intensity from S1 to AS0 and AS1, and S2 to AS0
and AS1 respectively.

When there is no prepending in the network, the traffic
from S1 to AS0 goes through three paths (S1,ASy,AS2,AS0),
(S1,AS3,AS2,AS0) and (S1,AS3,AS1,AS0). The traffic from S2
to AS0 goes through (S2,AS2,AS0). Thus rAS2,AS0 = 2/3∗20+
10 = 23.33 1. Similarly, we can calculate the traffic on other
links and predict what will happen in this network based on
the above f (R(p)) and Greedy ASPP Search Algorithm.

Table II shows the detailed information about the interfer-
ence of prepending actions by AS0 and AS1. The first column
shows the prepending change because of the last execution of
Greedy ASPP Search Algorithm. For example, (2,1)1 denotes
that AS1 decides to increase the prepending length on the link
AS2 → AS1 by 1, and (2,1)−1 denotes that AS1 decides to
decrease the prepending length on the link AS2 → AS1 by 1.

1If there are multiple shortest paths with the same length, we assume the
traffic from s to d is evenly divided on these paths. This assumption tends to
balance traffic automatically. We are interested in studying how load balancing
works even under this more favorable assumption.

TABLE II
INTERFERENCE OF ASPP

P. C. AS0 AS1 AS2

r(1,0) r(2,0) f r(2,1) r(3,1) f r(3,2)

∅ 6.67 23.33 0.76 80.00 36.67 0.88 6.67

AS0 finds nothing to do. AS1 finds (2,1)1 can improve its local metric.

(2,1)1 6.67 23.33 0.76 40.00 76.67 0.91 6.67

AS0 finds (2,0)1 can improve its local metric. AS1 finds nothing to do.

(2,0)1 20.00 10.00 0.90 40.00 90.00 0.87 0.00

AS1 finds (2,1)−1 can improve its local metric. AS0 finds nothing to do.

(2,1)−1 25.00 5.00 0.69 85.00 50.00 0.93 0.00

AS0 finds (2,0)−1 can improve its local metric. AS1 finds nothing to do.

(2,0)−1 6.67 23.33 0.76 80.00 36.67 0.88 6.67

All prependings are cancelled. The network goes back to the initial state.

One can find that the prepending actions of AS1 and AS0 are
interfering with each other from Table II. The reason for this
instability is that there is no solution for both ASes to balance
their load at the same time, which means these ASes have
conflicting prepending requirements. From the game theory
point of view, we can say there is no Nash Equilibrium for this
game played by AS0 and AS1. If there is no other mechanism
to stop it, neither of them would give up and then the best
routes for AS0 and AS1 involve an oscillation. In fact, in this
example, the prepending policy is dependent on the traffic
distribution and vice versa, thus the oscillation is similar with
the oscillation caused by load-dependent routing.

C. Guidelines to Avoid Routing Instability

In this subsection, we propose some guidelines to avoid the
routing instability caused by prepending actions.

Guideline 1: If only stub ASes are performing prepending
actions to balance the traffic on their local provider links, then
these prepending actions will not result in routing instability.

Guideline 2: If no AS performs prepending except on the
routes originated by itself, then these prepending actions will
not result in routing instability.

The detailed proof for these two guidelines can be found in
[6]. Basically, we propose that ASes should not do prepending
on the transit traffic. In practice, transit ASes may lose
business (i.e. transit traffic) due to their prepending actions.
Since they would like to induce more transit traffic to make
more money, ASPP is not a suitable approach for them to do
traffic engineering to some extent. However, the measurement
study in [6] shows many transit ASes are performing ASPP,
hence we present the following relaxed guideline:

Guideline 3: If every prefix in the network has only one
owner, and only the owner can do prepending on the prefix,
the prepending actions will not result in routing instability.

We suggest that one AS must announce its ownership of
the prefix before it uses the traffic to this prefix for traffic
engineering, and the AS can announce its ownership only
when the prefix does not have an owner. In this way, only
one AS may prepend this route. Therefore, there is no policy
conflict and routing instability is avoided. Under this guideline,
ASes can do prepending on their transit traffic if downstream
ASes do not announce ownership for the prefixes. Clearly,
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ASes near the origin AS have a higher priority than ASes far
away from the origin AS to be the owner of the prefix. It is
reasonable that the provider ISPs should respect their customer
ISPs.

Here, we assume transit ASes are able to do prefix-based
prepending [6], while the first guideline focuses on link-
based prepending. Our measurement study in [6] shows more
than 65% multihomed transit ASes are deploying prefix-based
prepending currently. This makes the third guideline feasible
in the Internet.

In order to implement it, we should define some special
“community” attribute values for global coordination in ASPP
practice. An AS needs to signal its use of certain routes for
traffic engineering by associating them with the designated
community attribute value. This then prevents other ASes from
using the same route for traffic engineering.

V. INFERRING ASPP INSTABILITY FROM ROUTEVIEWS

In the last section, we hypothesized a model for rational
ISP behavior, in which each ISP tries to balance its inbound
traffic with a well-defined local objective. Based on such a
model, we studied the interaction of local ASPP strategies.
One observation is that these locally load-balancing ISPs
may have conflicting requirements which result in repetitive
adjustment of ASPP actions.

As we have stated, ASPP is one traffic engineering method
achieved by explicitly announcing routes with inflated AS
paths to influence other ISPs, thus it is possible to analyze its
use based on publicly available routing tables. In this section,
we analyze the routing information from the real-life Internet
to see if the oscillatory behavior do occur in practice. Based
on RouteViews database, we analyze how the prepending
configurations change over time using a total number of 388
snapshots, from 8pm February 24th, 2004 to 8pm April 30th,
2004.

Since there are too many prefixes in the database, the first
thing we need to do is to find the prefixes which are highly
likely to have conflicting prepending requirements. Based on
a random picked snapshot, we extract 229 prefixes for further
analysis 2.

For each extracted prefix, we analyze its routes over a period
of several months to see how different ISPs change their ASPP
actions. We also look into the corresponding routing tables to
find the best route and see how the prepending action changes
affect the best route selection.

Our preliminary study reveals some prependings appear
only briefly. However, some other prependings repeatedly
change during the whole period, which indicates likely in-
terference between ASPP actions by different ISPs.

Table III shows detailed information for one pathological
example, where the prefix P is 80.96.218.0/24, including the
prepending actions and the best route. The first column shows
the snapshot date (empty means the same date as the previous
entry); the second column indicates the AS that performed
the ASPP action; the second and the third column together
give the link involved in the prepending; and the 4th and the

2For the detailed information on how to extract these prefixes, please refer
to our technical report [20].

TABLE III
PREPENDING CHANGES OF PREFIX P

Date ASa ASb lbe f ore lnow Best Route

03-15-12 AS3 AS5 3 0 S AS5 AS3 AS1

AS1 AS2 2 3

03-17-00 AS3 AS5 0 3 S AS4 AS2 AS1 AS1 AS1

AS1 AS2 3 2

03-26-08 AS3 AS5 3 0 S AS5 AS3 AS1

AS1 AS2 2 3

03-26-12 AS3 AS5 0 3 S AS4 AS2 AS1 AS1 AS1

AS1 AS2 3 2

03-29-12 AS3 AS5 3 0 S AS5 AS3 AS1

AS1 AS2 2 3

AS4

routeviews

AS2

AS1

AS3

AS5

**

+3

+2

+0

+3

Snapshot 2Snapshot 1

AS4

routeviews

AS2

AS1

AS3

AS5

**

Fig. 6. Routes to prefix P from RouteViews.

5th column show the change of the prepending length (from
and to). The last column is the best route to prefix P at that
time. For example, the 1st row means that AS3 changed the
prepending length from 3 to 0 when it announced routes to
AS5 during the period between 8am and 12am on Mar. 15th
2004. 3

From Table III, one can find the prepending length on the
links (AS5 → AS3) and (AS2 → AS1) alternatingly changes
during the period between 12pm March 15th, 2004 and
4am March 28th, 2004. We observe AS3’s prepending length
changes from 0 to 3 and back many times, and AS1’s prepend-
ing length changes from 2 to 3 back and forth in a similar way
as the example shown in the last section.

Moreover, each snapshot of RouteViews’s routing table
contains over forty routes for prefix 80.96.218.0/24. In order
to clarify the situation, we infer a simplified topology graph,
showing all routes from RouteViews to the prefix P for each
snapshot. The first two snapshots are shown in Fig. 6. Because
of the route oscillation, the 3rd, 5th and 7th snapshots are
the same as the first one, and the 4th, 6th and 8th snapshots
are the same as the second one. We see that there are only
two groups of routes from RouteViews to this prefix: one
group goes through the link (AS2 → AS1), and the other group
goes through the link (AS5 → AS3). The best route, from
the RouteViews vantage point, actually oscillates between the
two subpaths (. . .AS4AS2AS1) and (. . .AS5AS3AS1), depending
on the relative amount of prepending applied by AS1 on

3Note, we have replaced the real AS number with shorthand here.
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(AS2 → AS1) and by AS3 on (AS5 → AS3).
A possible explanation of what is going on is as follows.

At the left snapshot, the best route goes through AS5, thus
AS3 wants to increase the prepending length (from 0 to 3) to
reduce the traffic, while AS1 wants to decrease the prepending
length to induce more traffic on the link from AS2. Because
of these two prepending changes, the best route becomes the
path through AS2 at the second snapshot. Since there is too
much traffic shifted from the right path to the left path, now
AS3 wants to increase the traffic on (AS5 → AS3), while AS1
wants to decrease the traffic on (AS2 → AS1). Then both of
them decide to revert their earlier changes, and the oscillation
occurs.

Note that there are some limitations with using RouteViews
for our analysis. RouteViews receives only the best routes for
each prefix from all its neighbors. Therefore, we can only
catch the situation when the route with changing prepending
is also the best route. Clearly this only gives us a small subset
of all the potential cases.

Changes in prependings may also be caused by other
reasons, i.e., simply due to the non-stationarity of traffic. We
have already carried out some analysis of prepending changes
for random prefixes found in the RouteViews database. Indeed
they change at a much lower rate. We are also embarking on a
bigger task of converting the routing information into a form
so that we can analyze link-based prepending policies [6]. As
we assumed in [6], it is quite likely that ISPs prepend all
routes on specific incoming links. If prepending policies are
link-based, one can get a better picture if we use a link-based
algorithm for the analysis.

VI. RELATED WORK

Swinnen et al used computer simulation to evaluate the
ASPP method [12]. In the simulation model, each stub AS
was connected to two different transit ASes. When each stub
AS prepended one AS to one of the route announcements,
their simulation results showed that the distribution of the
interdomain paths changed for almost all stub ASes. Moreover,
the impact of the ASPP was different for each stub AS. With a
prepending length of 2, almost all the inter-domain paths were
shifted to the nonprepending link. Beijnum studied the impact
of ASPP on a doubly homed stub AS under two different
scenarios [21]. The first one was when the stub AS was doubly
homed to similar ISPs in the sense that the ISPs directly peered
with each other via the same network access point. The second
case was when the stub AS was doubly homed to dissimilar
ISPs that did not directly peer with each other. He used a
simple example to show that applying the ASPP to the second
case had a more gradual effect on the change of the incoming
traffic distribution.

Lo et al conducted an active measurement in RIPE NCC
network to study the route-level effects of prepending [22].
They injected beacon prefixes and changed the AS path
prepending length of those beacon prefixes every 2 hours for
26 hours. The results reveal a number of hidden processes in
the course of propagating prepended routes, which is useful
for explaining the method’s efficacy and for systemizing the
often ad hoc prepending procedure.

Motivated by a lack of systematic procedure to tune the
ASPP, Chang and Lo proposed a procedure to predict the
traffic change before effecting it. They implemented and tested
the procedure in an operational, doubly homed AS which was
connected to two regional ISPs [14]. The measurement results
showed that the prediction algorithm was fairly accurate.
Moreover, the traffic shift peaked when the prepending length
was changed from 2 to 3, and almost 60% of the routes were
affected.

In [23], the authors proposed a polynomial-time algorithm
that determines the optimal prepending length vector for an
advertised route at each ingress link of the target network.
Specifically, given a set of elephant source networks and
some maximum load constraints on the ingress links of the
target AS, their algorithm determines the minimum prepending
length at each ingress link so that the load constraints are
met, when it is feasible to do so. Their algorithm requires as
input an AS-Path length estimate from each source network
to each ingress link. To deal with unavoidable inaccuracies
in the ASPath length estimates, and also to compensate for
the generally unknown BGP tie-breaking process in upstream
networks, they also developed a robust variation (RPV) of that
algorithm.

In [24], Gao and Rexford proposed a set of guidelines for
an AS to follow in setting its local policies to avoid route
oscillations. But it only focused on local preference setting.

VII. DISCUSSIONS AND CONCLUSION

As the ASPP approach continues to be applied by more
and more ASes in the Internet, its effectiveness and problems
should be studied in detail. In this article, we introduce
the basic concept, applications, algorithms and the instability
problem of using the ASPP approach. We point out the distrib-
uted prepending actions by different ASes may cause routing
instability. In our measurement study based on RouteViews
data, we observe the pathologic case really happens although
the reason is not clear. We also present some guidelines for
ISPs to perform ASPP properly. We believe this will help AS
operators to apply ASPP systematically and to avoid possible
pitfalls.
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