Summary
Whenever possible, Citrix recommends using supported hardware Redundant Array of Independent Disks (RAID) controllers for best performance. In some scenarios however, particularly those requiring basic redundant storage for virtual machines, Linux software RAID offers a good level of redundancy and performance that suits many small- to medium-sized environments with limited levels of disk I/O activity.

The scope of this document is limited to the creation of storage repositories for storing virtual machines. It does not encompass redundant storage of the XenServer Control Domain (“Domain0”) partitions and as such, Citrix recommends performing regular backups of your configuration data.

Requirements

Note: This document assumes an intermediate level of Linux knowledge to complete the configuration.

The following is required:

· Citrix XenServer 4.x or later

· A computer with at least two hard disks for RAID-1 and at least three for RAID-5

· A Secure Shell (SSH) client (for example, PuTTY) or console access through XenCenter.

Background

The Linux kernel has maintained a stable and mature software RAID implementation that works well for small- to medium-sized environments that do not exhibit excessive levels of I/O. XenServer has both the kernel support and the necessary toolset to create and maintain Linux software RAID arrays.

While it is considered a best practice to use a high-performance RAID controller in any consolidated computing environment to avoid I/O contention, the need often arises to set up small systems with redundant storage for virtual machines.

Linux software RAID covers several RAID levels, including Linear, 0, 1, 4, and 5. While all of these modes can be configured on XenServer, this document focuses on two of the most common – RAID-1 (mirroring) and RAID-5 (striping with parity). It is assumed you know which level of RAID you wish to configure; informational resources that can help you understand the differences are listed at the end of this document.

Procedure

A. Install XenServer (New Installations Only)

If you have not yet installed XenServer, proceed with the installation in the usual way. When prompted to configure a Local Storage Repository, do not select any of the disks you wish to use for the purposes of RAID. However, it is acceptable to use one of these drives to install XenServer.
B. Prepare the XenServer Host (Existing Installations Only)
If you have an existing XenServer installation that you wish to configure software RAID on, start by backing up all of your virtual machines and deleting the storage repository.
Note: Deleting the storage repository is a one-way operation that is unrecoverable. Back up your virtual machines before proceeding further.

Once you have backed up your virtual machines using either the command line or XenCenter, proceed with the following steps:
1. Run the following command to identify the storage repository that corresponds with the hard disk(s) you wish to use for RAID:
xe sr-list type=lvm shared=false params=all

Take note of the uuid and PBDs lines that are shown for the storage repository.
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2. Unplug and destroy the Physical Block Devices (PBDs) associated with the storage repository you wish to remove:
xe pbd-unplug uuid=<Universally Unique Identifier (UUID) of the PBD>

xe pbd-destroy uuid=<UUID of the PBD>
3. Destroy the storage repository:
xe sr-destroy uuid=<UUID of SR>
C. Prepare Partitions for RAID

Identify the physical disks and partitions that must be modified to support RAID by following the steps below:

1. Identify the hard disks you wish to use for RAID using the fdisk utility as follows:

fdisk -l

The output of this command will show you a list of disks and their partitions:
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2. Selecting the smallest disk out of the set, run fdisk and create a single partition for the RAID array. Begin by typing fdisk /dev/sdX (where sdX is the first disk you wish to use for RAID). Note the following:
· If you are using one of the disks used for your XenServer installation for a RAID array, make sure you do not delete or modify the configuration for the first two partitions on the disk (shown below).

· If this disk is part of an existing XenServer installation that had a storage repository configured on it, delete the partition by typing d. When prompted, provide the partition number to delete the partition.

In the graphic displayed below, 1 shows the two partitions used for XenServer; 2 shows the partition previously used by the storage repository.
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3. To create the partition, type n and when prompted, type p for primary partition. When asked for a partition number, enter the next one in sequence (if you have two partitions at present, type 3).

4. When asked for the first cylinder, press Enter to use the next available. Usually, the last cylinder will be the maximum (default if you press Enter), however if you wish to use only a subset of the disk, you can type +<number>M to specify a size in megabytes (MB).
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5. When you return to the prompt, type t to specify the partition type. Then, enter the partition number (for example, 3) and enter the Hex Code as fd. When done, type wq to write the changes to the disk.
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Take note of any messages similar to the above which indicate that “The new table will be used at the next reboot” as this means you will need to reboot your XenServer host before proceeding with the RAID set up.
6. With subsequent disks you wish to add to the RAID set, it is necessary to duplicate the partition structure. The safest way to do this is to copy the entire partition table to each disk in the set.
Remember that for RAID-1, at least two disks are required and for RAID-5, at least three. Further disks may be prepared in case of failure, allowing the RAID to automatically rebuild.

To copy the partition table structure, simply determine the source and destination disks and use the sfdisk utility:

sfdisk –d /dev/<source disk> | sfdisk /dev/<destination disk>
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Repeat this step for each disk you wish to use for the RAID set. 

7. If at any stage, you were presented with the message “The new table will be used at the next reboot”, you must reboot your XenServer host in order for your new partition scheme to take effect.
D. Build the Software RAID Array

Next, it is necessary to build the RAID array by performing the following:
1. Create the appropriate device nodes for representing your RAID arrays by executing:

mknod /dev/md0 b 9 0
mknod /dev/md1 b 9 1 

mknod /dev/md2 b 9 2
Follow the convention for as many RAID arrays as you wish to create.
2. Build the RAID array using the mdadm utility:

mdadm --create /dev/<RAID DEVICE> --level=<RAID LEVEL> --raid- devices=<NUMBER OF DISKS> /dev/<FIRST PARTITION> /dev/<SECOND PARTITION>…
Replace the variables above as follows:

· RAID Device: This starts with /dev/md0 and increments.

· RAID Level: Usually, 1 (RAID-1) or 5 (RAID-5). For other modes, refer to the Linux Software RAID documentation.

· Number of Disks: Number of disks you wish to assign to the active set (does not include spares). This will be 2 for RAID-1 and at least 3 for RAID-5.

· Partitions: Specify the partitions you created earlier (use fdisk -l to identify them if necessary) for use with RAID.
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3. As soon as mdadm has been executed, the build process will begin. This can take many hours to complete, depending on the size of the array, RAID level and speed of the disks. While the array is building, you may continue to work with lower performance.

To monitor the progress of the build and status of the RAID array, run:

cat /proc/mdstat
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4. Although the RAID metadata is stored within the member disks of the array, it is considered best-practice to retain a local copy of the data in /etc/mdadm.conf. To do this, execute the following:
mdadm --detail --scan > /etc/mdadm.conf
E. Create the XenServer Storage Repository

The last step is to create the XenServer storage repository in which you can store virtual machines. Perform the following:
1. Run xe sr-create as follows to build a new LVM repository:

xe sr-create content-type=user shared=false device-config:device=<RAID ARRAY> name-label=<NAME>
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2. Verify that your storage repository is active and working as expected.
More Information
More information about Linux Software RAID and RAID in general may be sourced from:

The Linux Documentation Project – Software RAID Howto: http://tldp.org/HOWTO/Software-RAID-HOWTO.html
Storage Review – Reference Guide – Summary Comparison of RAID Levels: http://www.storagereview.com/guide2000/ref/hdd/perf/raid/levels/comp.html

